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ABSTRACT
This research addresses the pitfalls and strategies for machine learn-
ing with small data sets in the context of sensor-based fatigue detec-
tion. It is shown that many existing studies in this area rely on small
data sets and that classification results can vary considerably de-
pending on the evaluation method. Our analysis is based on a study
with 46 subjects performing multiple sets of squat exercises in a
laboratory setting. Data from ratings of perceived exertion, inertial
measurement units, and pose estimation were used to train and
compare different classifiers. Our findings suggest that commonly
used evaluation methods, such as leave-one-subject-out, should be
used with caution and may not lead to generalizable classifiers. Fur-
thermore, challenges related to imbalanced data and oversampling
are discussed.

CCS CONCEPTS
• Human-centered computing→ Laboratory experiments.
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1 INTRODUCTION
Fatigue1 increases the risk of injury and reduces exercise perfor-
mance [37, 61]. Early detection of fatigue during exercises would
help adjust training to prevent over-training and injury [33, 61].
According to Wang et al. [67], machine learning has been widely
used by researchers for health care and activity monitoring.

The aim of our study is to identify and address the pitfalls and
strategies for machine learning in sensor-based fatigue detection
with small data. By analyzing evaluation methods and the impact of
small data sets on classification results and exploring strategies for
handling imbalanced data and improving generalization, we hope
to provide insights that can help improve the effectiveness and reli-
ability of fatigue detection systems. Small data in this context is un-
derstood as data from a small number of different people to achieve
individual-level prediction [31]2. Toward this aim, we conducted a
literature review as well as our own study with 46 subjects to train
classifiers that detect three fatigue levels during squat exercises
based on ratings of perceived exertion (RPE), inertial measurement
units (IMU) and pose estimation (PE). Our research is guided by
related studies, e.g., [1, 4, 15, 18, 21, 22, 28, 33, 36, 37, 51, 66, 67].
Most of them achieved classification accuracy of at least 80% with
similarly small data sets. Compared to related studies, we show that
the classification results significantly depend on both the evalua-
tion method and the way data from different subjects are handled,
especially in terms of imbalanced data, class distribution, and over-
sampling. Although our analysis is based on fatigue detection for
squats with data from IMU and PE, our results should also apply to
other sensors and exercises.

This document is organized as follows: The related literature is
presented in Section 2 including an outline of the review methods.
Section 3 elaborates the research methods including the research
setting, sample selection, and procedure for data collection and
analysis. Section 4 illustrates the results of our study. Section 5
discusses the results, limitations, and potential pitfalls when dealing

1A detailed discussion on the definition of fatigue can be found in [2, 54]. In this paper,
fatigue is understood as the feeling of physical exhaustion caused by physical activity.
2Several notions for small data exist, see for example Faraway and Augustin [23],
Kitchin and Lauriault [38], Thinyane [64].
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with different evaluation types, imbalanced data, and oversampling.
Section 6 concludes with recommendations for future work.

2 RELATEDWORKS
As a basis for our own study, we conducted a literature review to
obtain an overview of common techniques for detecting fatigue
during physical activity. We were particularly interested in the
evaluation methods, but also in what was used as ground truth and
how imbalanced data was handled. For this purpose, we applied the
following search phrase in academic search engines (ACM, IEEE,
Google Scholar, Scopus):
fatigue AND (sports OR training) exercise AND
(machine OR deep) learning

For each search engine, the abstracts of the 100 most recent studies
were reviewed to determine whether wearables or cameras were
used to detect fatigue and whether fatigue was caused by a specific
physical activity. Studies that did not use any type of machine
learning were excluded. The remaining 38 studies (see Table 1)
recruited different numbers of healthy subjects, ranging from 4
to 60, with an average of 19.4 subjects3. A wide range of sensors,
exercises, and machine learning models are used to detect different
levels of fatigue:

Wang et al. [67] investigated whether IMUs attached to pelvis,
thigh, and shank are able to predict three fatigue levels with 19 ha-
bitual runners. They applied random forest and support vector ma-
chine (SVM) classifiers and achieved 91.1% accuracy. Chen et al. [20]
utilized electromyography sensors at the biceps and brachioradialis
in 10 subjects during dumbbell exercises. A long-term short-term
memory (LSTM) neural network (NN) achieved 90.4% accuracy in
discriminating between fatigue and non-fatigue. Guo et al. [29] clas-
sified three fatigue levels based on blood flow and heart rate during
biceps curls with 10 subjects. Their custom-built model achieved
92% accuracy, while a SVM model achieved 83%, and a NN model
achieved 88%. Chalitsios et al. [18] determined fatigue using a force
plate and IMU from 13 runners on a treadmill. Fatigue was deter-
mined by reaching a ventilation threshold. Using a random forest
model, they achieved 91.4% accuracy. Zhu et al. [73] detected six
fatigue levels depending on six exercises: lying, sitting, walking,
2x cycling, and running. They utilized a convolutional neural net-
work (CNN) to classify an electrocardiogram signal of 24 subjects
with an accuracy of up to 97.7%. Zhang and Wang [71] determined
fatigue and non-fatigue states in 20 athletes based on eyelid clo-
sure: a general model first learned the individual characteristics
of an athlete to build a more accurate, adaptive fatigue detection
model. Depending on the athlete, they achieved between 80% and
90% accuracy with a SVM model. Wang and He [66] determined
four levels of fatigue in 12 subjects using depth images from two
Kinect sensors during treadmill trials. Depending on the model and
the type of training, accuracy values between 62.91% and 90.19%
were achieved. Triantafyllopoulos et al. [65] distinguished 14 fa-
tigue levels in 48 runners with audio signals from a smartphone
and obtained a mean absolute error of 2.35 with a CNN model.
3Martins et al. [46] presented a broad review on fatigue not limited to machine learning
and training exercises. They found similar numbers, with studies involving 3 to 50
subjects, with an average of 14 subjects. Marotta et al. [45] reviewed studies on fatigue
based on accelerometers and the lower limbs during cyclical physical exercise and
account for 3 to 222 subjects per study with an average number of 23.1 subjects.

Jiang et al. [33] used a combination of multiple IMUs and a force
plate to predict ten fatigue levels during various exercises (squats,
high knee lifts, and corkscrew toe touches) from 14 subjects. They
applied random forest and CNN models and achieved accuracy
values between 89% and 94%. Shi et al. [61] assessed 10 subjects
using a combination of heart rate, oxygen consumption, and hip
joint angle to determine five fatigue levels during treadmill exercise.
They trained seven different machine learning models that achieved
accuracy values ranging from 38 to 89%. Overall, the majority of the
reviewed studies report comparatively small data sets and achieved
accuracy results of at least 80% (see Table 1).

2.1 Ground Truth
The majority of studies (63.16%) are based on subjective RPE as
ground truth (see Table 1) – especially Borg [11] or similar adapted
scales. The RPE values are repeatedly queried from a subject, mostly
based on time, e.g., every 30 seconds [1], every minute [28], or every
two minutes [36, 58, 66]. Milanez et al. [47] collected RPE values
every ten minutes as well as for the whole training session. Another
approach is to collect RPE after certain number of repetitions, e.g.,
every five repetitions [34]. Alternatively, some studies rely on the
intensity of the exercise as ground truth to label fatigue levels, e.g.,
Zhu et al. [73] associate six levels of fatigue to six exercises of
increasing intensity. Chalitsios et al. [18] assessed fatigue when a
ventilatory threshold was reached. Cheah et al. [19] used a time-
based threshold and labeled the last 20% of repetitions as fatigue.

The number of fatigue levels (i.e., classes) range from 2 to 14.
Binary classification is applied by 60.53% of the studies (see Table 1)4.
The remaining studies use multiple classes to varying degrees.

2.2 Imbalanced Data
Imbalanced data occurs when data sets have a skewed distribution
of classes that reduces the classification accuracy [62, 63]. According
to Spelmen and Porkodi [62], the main causes for imbalanced data
are the lack of density in the training data set, the presence of small
disjuncts, the overlapping between classes, the identification of
noisy data, the significance of the borderline instances, and the data
shift between the training and the test distributions.

Methods exist to deal with imbalanced data, for example, bal-
anced accuracy [14] makes low performance of minority classes
visible, certain loss functions like the focal loss [44], or class weights
[74] decrease the influence of majority classes. Imbalance can also
be reduced directly by undersampling the majority classes or over-
sampling the minority classes [62]. For small data sets, undersam-
pling is not an option, as it further reduces the size of the data
set. The most common problem encountered with oversampling is
that no new information is added to the data set, which can lead to
overfitting [62]. SMOTE is the most commonly used oversampling
technique to create artificial data [12, 24, 28, 55, 62]5.

Only a few studies report how the data of each class is distributed
and how imbalanced data is handled. For example, Jiang et al. [34]
duplicated collected observations. Guan et al. [28] applied SMOTE
to increase the data of theminority classes. Aguirre et al. [1] mapped

4E.g., Elshafei et al. [21] consider RPE values >16 as fatigue on the Borg scale.
5Other generative models exist such as GANs, normalizing flows, or diffusion networks
[10], but they require sufficiently large data.
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Table 1: Overview of the related works.

Ref. Year n Data Exercises Ground Truth Classes Classifiers Test (accuracy)
[65] 2022 48 Audio, HR, Knee, Foot Running RPE20 14 CNN 2.35 (MAE)
[73] 2022 24 HR Lie, Sit, Walk, Cycle, Run Exercise intensity 6 CNN 97.7%
[42] 2022 20 HR, EMG Pilates RPE 3 SVM, NN, k-NN 87.83%
[67] 2022 19 IMU Running RPE20 3 SVM, RF 91.1%
[18] 2022 13 VO2, IMU, Force-plate Treadmill Ventilatory threshold 2 RF 91.4%
[34] 2022 12 IMU Squats RPE10 2 DeepConv LSTM / CNN 83.7%
[61] 2022 10 HR, VO2, Angle Treadmilll Exercise intensity 5 LR, SVM, DT, RF, NN 38–89%
[29] 2022 10 Blood Flow, HR Bicep Curls RPE 3 SVM, NN, gcForest 92%
[22] 2022 7 IMU Assembly work RPE delta 4 NN, SVM, RNN up to 96.1%
[19] 2022 4 EMG, IMU Sit-ups Last 20% segments 2 Gaussian Classifier 65,3% (Avg. F1)
[53] 2022 N/A Existing data set Throwing N/A N/A LSTM Correlation Coefficient
[1] 2021 60 HR, Kinect Sit-to-Stand RPE10 3 RF, LR, DT, k-NN, SVM, NB, NN, others 82.5%, 82.7% (Avg. F1)
[37] 2021 24 IMU Gait RPE 2–4 SVM 91%, 78%, 64%
[41] 2021 24 IMU, HR Material Handling RPE 2 LSTM Recurrent NN 65% accuracy
[21] 2021 20 IMU Bicep Curls RPE20 2 LR, RF, DT, NN Various
[33] 2021 14 IMU Squats, Jacks, Toe-touch RPE10 10 RF, CNN 89–94%
[28] 2021 14 HR, IMU Treadmill RPE20 3 Bi-LSTM, SVM, RF, NN 80.55%
[5] 2021 14 IMU Running Time intervals 2 LSTM Silhouette Score
[66] 2021 12 Kinect Treadmill RPE 4 CNN, RF, DT, SVM, NN 87.69–90.19%
[20] 2021 10 EMG Dumbbell Exhaustion 2 LSTM 90.4%
[40] 2021 9 IMU Material Handling RPE10 5 SVM up to 83.8%, 80.9% (F1)
[59] 2020 24 IMU, HR Material Handling RPE 2 RF, SVM, LR >85%
[71] 2020 20 Camera / Eye Lid N/A Already labeled data set 2 SVM 80–90%
[27] 2020 13 IMU, Camera Gait RPE10 2 DT, NB, SVM, k-NN 84.62%
[48] 2020 13 EMG Trunk Exercises N/A 2 CNN by Percentage Error
[56] 2020 8 HR Material Handling RPE20 2 k-NN up to 78.18%
[50] 2020 8 HR Material Handling RPE20 2 SVM, k-NN, DT, NB, LR, RF, NN, other up to 90.36%
[36] 2019 24 IMU Gait RPE 2, 4 SVM 91%, 61%
[68] 2019 20 EEG Muscle Chair RPE10, Subject Fatigue Scale 2 SVM up to 90%
[52] 2019 10 EMG Shoulder + Elbow RPE 2 SVM, RF, others 77.8% (Avg. F1)
[35] 2018 52 EMG Biceps Curls EMG signals 2 SVM, NB, RF, others 91.5%
[51] 2018 29 IMU, HR Running RPE20 14 NN, Regression Trees MAE
[4] 2018 20 IMU Gait + Material Handling RPE, Subjective Fatigue Level 2 SVM (majority voting) 90%
[32] 2018 20 EMG, HR Treadmill HRmax 2 NB 98%
[26] 2018 N/A IMU, HR Walking, Running, Skiing Cluster comparison N/A NN, Regression MAE
[15] 2017 21 IMU Stride RPE, Beep / Pacer Test 2 RF, SVM, k-NN, NB 75%, 75% (F1)
[9] 2015 31 EMG, MMG Treadmill Bruce Protocol 2 NN 92%
[72] 2013 17 IMU Gait A trial for each class 2 SVM, various kernels 90%

decision tree (DT), electroencephalogram (EEG), logistic regression (LR), naive bayes (NB), random forest (RF), k-nearest neighbours (k-NN), convolutional neural network (CNN), electroencephalogram (EEG),
electromyography (EMG), heart rate (HR), long-short term memory (LSTM), mean absolute error (MAE), mechanomyogram (MMG), neural networks (NN), oxygen consumption (VO2), support vector machine (SVM)

each class to the five closest repetitions for each subject. Jiang
et al. [34] divided the subjects into fast- and slow-tiring sub-groups
according to the number of repetitions they have conducted prior to
exhaustion. Baghdadi et al. [4] extracted data from the first and last
ten minutes to obtain an equal number of strides in both fatigued
and non-fatigued states.

2.3 Evaluation Types
The reviewed studies use different approaches to evaluate trained
classifiers. Wang and He [66] employed three types to test the
performance of machine learning models:

• Type 1: data of individuals is used to predict individuals (e.g.,
if multiple data sets of one person exist).

• Type 2: data of all subjects are disordered, and a portion is
randomly selected as test set, and the rest as training set6.

• Type 3: data of a subject is used as the test set and excluded
from the training/validation set (leave one subject out [7]).

Each of these types is usually combined with cross-validation
[1, 4, 15, 21, 27, 33, 34, 37, 42, 51–53, 66–68], in which the training
set is partitioned into k parts. In each iteration, the model is then
trained on k-1 parts and validated against the unknown remaining
part. The partitioning can be done in such a way that either all
possible permutations or only certain subsets are tested. Cross-
validation can also be performed with the test set, for example,
in Type 3, the test subject is swapped with another subject and
6A training set is usually further divided into a training and validation set.

the trained classifier is tested again until all subjects (or a limited,
random number) have been the test subject once. Subsequently,
either the result of the classifier with the best result is picked [28]
or an average value is calculated over all performed tests [52, 68].
Depending on the total number of subjects, a single subject for
evaluation usually results in a low test rate. To compensate for this
problem, we propose a fourth type based on our analysis to reduce
the dependence of the trained classifier on one subject and also
increase the size of the test set relative to the training set (see also
[9, 59]):

• Type 4: data of multiple subjects is used as test set and ex-
cluded from the training set (leave n subjects out).

Type 4 can be combined with cross-validation as well, in which
multiple subjects are selected as test set and multiple test sets are
created for cross-validation. To reduce the number of test sets, only
a limited number of (random) test sets may be used (Monte Carlo
cross-validation [42]).

A further approach is to train multiple classifiers, each with a
different test set: the final decision is made by majority vote, which
also reduces the dependency on a specific test set or subject(s) [4].

3 METHOD
This section describes our study, which was conducted in 2022.
The purpose of this study was to investigate the effects of the
identified evaluation types and data augmentation techniques on



PETRA ’23, July 05–07, 2023, Corfu, Greece Jeworutzki et al.

the classification results. Our study was primarily guided by the
works of Jiang et al. [33, 34], Shi et al. [61], Wang et al. [67].

The structure of this section is as follows: Firstly, the research
setting is presented; secondly, the sample selection is described;
thirdly the method for data collection is elaborated; and fourthly,
the process of data analysis is explained.

3.1 Research Setting
The study took place on multiple weekdays between 10:00 and 15:00
in a laboratory (see Figure 1), where the main author is employed
as research assistant. An Ethical approval for the study was granted
by the University of the West of Scotland Ethics Committee. The
experimental setup consisted of cameras and wearable sensors: a
custom-made IMU based on Bosch BMI160 with 200 Hz sampling
rate, two c920 webcams by Logitech International S.A. to record
each subject from the front and left side during the exercise with
30 Hz and 720p resolution, and infrared cameras by ART GmbH &
Co. KG for verification purposes.

3.2 Sample Selection
As described in Section 2, related studies recruited varying numbers
of healthy subjects, with an average of 19.4 subjects. A similar
cohort was targeted for this research. In the process, the number
of subjects was continuously expanded to examine the effect on
classification: 20 subjects in the first, 10 in the second, and 16 in
the third cohort, for a total of n=46 (31 males and 15 females).

Figure 1: Exercises for squatting in the laboratory.

Morris et al. [49] point out that variations inevitably affect recog-
nition accuracy and thus encourage large-scale training. However,
when large-scale training is not possible, it is crucial to reduce the
amount of variations. Thus, a balanced set of training data was
targeted to avoid class imbalances that would affect classification
performance [63]. For this reason, healthy volunteer students from
different non-sport disciplines with similar fitness level (occasional
weekly fitness routine) and age (between 20 and 30 years) were
recruited to obtain a homogeneous group.

3.3 Data Collection
Data was collected in sessions. Each subject performed a session
that consisted of three sets of squats7 with two breaks in between
(see Figure 2). Before the start of a session, the subject was informed
about the study and asked to sign a consent form. After signing, the
7Squats were chosen to induce fatigue because they can be performed multiple times
for one minute by most healthy people (compared to, e.g., push-ups).

subject was equipped with sensors; the IMU was attached near the
sternum. An explanation of the procedure and demonstration of
the exercise followed. A script was run to start and approximately
synchronize all sensors. The subject began the session and per-
formed three consecutive sets of squats. Sensor data was collected
throughout the session, including breaks. The subject was asked
to state a rating of perceived exertion from 6 to 20 on the Borg
RPE Scale [11] every 10 seconds during exercise. Each exercise took
60 seconds followed by a break of 60 seconds. A session, including
the introduction, took about 10 minutes per subject.

Set 1

Exercise

Break

6060

Sensors IMU attached near sternum + Video from front and side

60 60 60

Squats

Set 2

Squats

Set 3

RPE 6‒20

Break

Time (s)

Session

Squats

Figure 2: Laboratory protocol for three sets of squats.

3.4 Data Analysis
A commonly used general-purpose framework to design and evalu-
ate activity recognition systems is the Activity Recognition Chain
[60] which was introduced by Bulling et al. [17] and consists of five
steps: raw data, pre-processing, segmentation, feature extraction,
and classification. The following describes how the five steps were
implemented to train classifiers that determine fatigue levels with
IMU or PE data:

In the first step, raw data is collected from sensors. The sensors
are described in Section 3.1.

In the second step, the collected data was pre-processed. In line
with related studies (e.g., [30]), the Euclidean norm was applied
to the acceleration and gyroscope signals of the IMU to combine
the respective x-, y-, and z-axes. In doing so, an exact orientation
of the body-worn IMU is no longer required and the number of
features can be reduced (see the fourth step). In addition, MediaPipe
Pose8 was utilized with default parameters to extract 32 landmarks
(joint coordinates) from both video cameras [6]. The landmarks for
fingers and toes were discarded afterwards. Joint angles between
two neighboring landmarks were calculated. The angular and joint
velocity were then calculated for each landmark based on two
consecutive frames (similar to [1]) to ensure that the data between
subjects is independent of body proportions and thus comparable.

In the third step, all pre-processed sensor data was segmented
into logical units that represent a complete cycle for performing a
squat (i.e., repetition). The landmark coordinates of the left pelvis
joint were used as the basis for searching for segments, since the
peaks on the y-axis (upward and downward movement) can be eas-
ily identified [1]. The literature indicates different means to accom-
plish repetition detection such as minima andmaxima searches [43],
also known as Zero-Velocity Crossing [13]. Zero-Velocity Crossing
is prone to oversegmentation (too many detected segments) [13],
8https://google.github.io/mediapipe/solutions/pose.html

https://google.github.io/mediapipe/solutions/pose.html
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but it has shown to be sufficient for repetitive training exercises in
our initial tests. To facilitate peak detection, a third-order low pass
Butterworth filter [8] with cut-off frequency of 20 Hz was applied
to removed noise and outliers from the signal; the phase shift was
corrected by subtracting a constant value. Since the number of
repetitions was counted manually, a script could adjust the param-
eters of the peak detection algorithm until the expected number
of peaks was found. The MATLAB findpeaks function was utilized
for this purpose (see Figure 3). The first and last segments were
then removed because they commonly have additional motions
that distinguish them from the rest [39].
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Figure 3: Segmentation based on PE. First segment omitted.
The signals are normalized for visualization purposes.

In the fourth step, features were calculated for each segment.
Different types of features exist for such a task, like dynamic [8],
statistical [30], or frequency-based features [3]. The features used
in this study were largely inspired by Guo et al. [30]: skewness,
kurtosis, standard deviation, variance, mode, median, range, root
mean square, 25th percentile, 75th percentile, and the duration of
a segment. These features were applied on the Euclidean values
of the acceleration and gyroscope signals as well as the angular
and joint velocities. A n-dimensional feature vector was created
consisting of a summary of calculated values (e.g., mean, median,
and variance) normalized from 0 to 1. The feature vectors have 23
dimensions for the IMU, 67 dimensions for left-side PE, and 122
dimensions for front-side PE.

The RPE values were added to each corresponding feature vector
(i.e., segment) based on the timestamps. Since RPE was collected ev-
ery 10 seconds, the values were linearly interpolated9 and rounded
to obtain RPE values for the segments between the 10-second in-
tervals (see also [1]). RPE values were mapped (6–10, 11–14, and
15–20) to reduce the number of classes from 14 to 3. This assign-
ment was chosen to approximate the original data distribution (see
Figure 4) and to improve classification results [40]; experiments re-
vealed that more classes would decrease the overall performance of
the classifiers. Guan et al. [28] used the following three thresholds:
6–11, 12–16, and 17–20.

SMOTE oversampling without extensions [24] was then utilized
to approximately balance the number of segments between classes:
For each segment, another segment of the same class and subject
was found by k-NN search (k=3) and used to generate a new seg-
ment [24]. This way, 500 (13.91%) new segments were generated
9RPE is known to linearly change with exercise intensity [11, 51].

Table 2: List of classifiers and abbreviated parameters.

Classifier Parameter 1 Parameter 2 Parameter 3
Binary Tree SplitCriterion = gdi MaxNumSplits = 100 Surrogate = off
Bagged Trees MaxNumSplits = 1002 LearningCycles = 30
k-NN Distance = Euclidean NumNeighbors = 5 DistWeight = Equal
Subspace k-NN Dimension = numFeatures / 2 LearningCycles = 30
SVM KernelFunction = gaussian KernelScale = 9.8 BoxConstraint = 1
NN DenseLayerSizes = 25 Activations = relu IterationLimit = 1000

for RPE class 2. The total number of segments was 4095. Figure 4
shows the respective distributions.

In the fifth step, classifiers were created based on the feature vec-
tors. Each classifier determined fatigue levels for each segment. In
the literature, different machine learning techniques are employed
(see Table 1). Most of the studies leveraged and compared multiple
classifiers, e.g., [1, 15, 21, 33, 35, 42, 59, 61, 66, 67]. However, there
is no clear consensus as to which classifier performs best.

Our research was designed to create classifiers for detecting
fatigue in the general population. Therefore, only Type 2–4 (see
Section 2.3) were evaluated. Table 2 shows all classifiers and their
parameters. Each classifier was trained with 5-fold cross-validation
[25]. For Type 2, all classifiers were trained with 85% random seg-
ments as training set and the remaining 15% was used as test set
with cross-validation. For Type 3, the test set always consisted of
all segments of one subject with subject-based cross-validation. For
Type 4, as many subjects were included in the training set until
15% was reached for the test set. To ensure that the results were
independent of a particular test set, ten random test sets were gen-
erated for Type 4 (Monte Carlo cross-validation). After completion
of the cross-validation for the test set, all accuracy and F-score [57]
results were averaged.

4 RESULTS
This section describes the classification results. Figure 5 displays
how the average accuracy and F1 score develop over an increas-
ing number of subjects for different classifiers. As the number of
subjects increases, average accuracy and F1 scores tend to decrease
across all evaluation types and classifiers. For Type 2, the average
F1 scores are often similar to their corresponding average accu-
racy values. Type 2 also achieved the highest average accuracy
values and F1 scores overall. For Type 3 and 4, average accuracy
and F1 score vary more strongly and are more often apart from
each other. For Type 4, the mean values for average accuracy and
F1 score are similar to Type 3 values. The mean values between
IMU and PE Side are often similar, while average F1 score is usually
lower than average accuracy.

Table 3 compares how Type 2 performs with data from unknown
subjects. For this purpose, new Type 2 classifiers were trained with
data from 39 of the 46 subjects. The remaining subjects were used
as the unknown test set (~15% test data). The average accuracy and
F1 score decrease up to 42.43% percentage points when Type 2 clas-
sifiers are confronted with data from unknown subjects whose data
is not present in the training set (a similar trend can be observed
when 45 subjects are used for the training set and one subject for
the test set).

Figure 6 compares how different classifiers perform with dif-
ferent evaluation types and feature sets ("Combined" means that
all features from IMU, PE Front, and PE Side were combined).
Type 2 achieves the highest average accuracy and F1 score values,
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Figure 5: Development of the average accuracy and F1 score for three cohorts.

Table 3: Type 2 evalulated with and without known subjects.
n=46 Bag Tree k-NN
Type 2: IMU (46/46) 74.19% (74.64%) 71.75% (72.02%)
Type 2: IMU (39/46) 33.50% (29.65%) 36.11% (33.40%)
Type 2: PE Side (46/46) 72.95% (73.44%) 70.15% (70.03%)
Type 2: PE Side (39/46) 35.79% (32.18%) 30.65% (29.59%)
Type 2: PE Front (46/46) 72.63% (73.09%) 71.78% (72.05%)
Type 2: PE Front (39/46) 33.77% (28.98%) 29.35% (27.86%)

Cell format: { average accuracy (average F1 score) }

with subspace k-NN achieving the best overall results (78.37% accu-
racy and 78.34% F1). For Type 2, classification performed best with
the combined feature sets. The other three features sets performed
about the same except for SVM which showed higher fluctuations.
Accuracy and F1 score are overall similar. For Type 3, all feature sets
performed about the same, but compared to Type 2, the combined

Table 4: Mean results for all classifiers and evaluation types.
n=46 Type 2 Type 3 Type 4
Mean accuracy 68.00% 32.89% 38.97%
Mean F1 score 68,26% 27.01% 33.47%

feature set performed slightly lower. F1 scores are usually several
percentage points lower than their corresponding accuracy values.
NN achieved the highest accuracy result (40.13%), but the overall
results are significantly lower than the results for Type 2. For Type 4,
the feature set from IMU achieved the best results on average. The
other three features sets performed slightly lower and are about
the same. SVM achieved the highest accuracy result (44.78%). The
overall results for Type 4 are higher than the results for Type 3.

Table 4 presents the summed mean accuracy and F1 score values
for all classifiers and each evaluation type. Type 2 has the highest
mean results. Type 4 has higher mean results than Type 3.
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Figure 6: Average accuracy and F1-score results for different evaluation types and data sets.

Table 5 demonstrates exemplarily for bagged trees how the re-
sults of a classifier depend on the particular test set (subjects), which
is also true for all other classifiers. In particular, for Type 3, but also
for Type 4, the results between best and worst classification results
vary strongly for different test sets (subjects) compared to Type 2.

Table 5: Results for bagged trees with different test sets.
n=46 Best Worst Average
Type 2: IMU 75.37% (76.17%) 72.92% (73.43%) 74.19% (74.64%)
Type 2: PE Front 74.39% (74.52%) 71.13% (71.74%) 72.63% (73.09%)
Type 2: PE Side 74.06% (74.52%) 72.27% (72.87%) 72.95% (73.44%)
Type 2: Comb. 79.45% (79.99%) 73.57% (73.76%) 76.64% (77.03%)
Type 3: IMU 64.41% (29.67%) 7.27% (19.88%) 34.69% (24.78%)
Type 3: PE Front 52.78% (37.72%) 14.02% (37.72%) 33.38% (37.72%)
Type 3: PE Side 50.85% (39.52%) 16.36% (21.90%) 35.16% (30.71%)
Type 3: Comb. 61.02% (34.68%) 12.73% (21.55%) 34.45% (28.11%)
Type 4: IMU 46.51% (40.90%) 31.63% (29.39%) 41.13% (36.03%)
Type 4: PE Front 44.96% (42.85%) 36.04% (27.75%) 41.62% (34.01%)
Type 4: PE Side 50.00% (36.41%) 35.24% (30.74%) 41.62% (34.76%)
Type 4: Comb. 43.60% (36.72%) 31.33% (26.84%) 37.56% (30.57%)

Cell format: { accuracy (F1 score) }

5 DISCUSSION
This section discusses the findings based on the results in Section 4.
It is divided into four subsections: evaluation types, imbalanced
data, oversampling, and limitations.

5.1 Evaluation Types
Type 2 classifiers achieved the highest average results, which is also
consistent with the results in Wang and He [66]. A Type 2 classifier
is trained with some random data of each subject, so it knows each

subject at least to some extent, which is also reflected in the test
results (see Figure 5 and 6). As soon as such a trained classifier is
confronted with data from unknown subjects, the results are signif-
icantly lower (see Table 3). The reason is that small data sets with a
low number of subjects usually do not cover all possible variations
(as also stated in [16, 18]). Type 2 may only result in generalizable
classifiers, if the target group and setting are so specific and homo-
geneous that a small data set already covers all possible variations
– which can be difficult to prove. A further challenge is that motion
signals may not only differ across subjects but also across the same
subject in different trials [34]. Overall, Type 2 classifiers will not
generalize well when the small data set covers only a small portion
of all possible variations; studies with machine learning and small
data sets should narrow the target group and parameters in their
study design to minimize the amount of all possible variation so
that a small data set is able to cover most of that variation. This
becomes evident when a trained classifier constantly has difficulty
in classifying new subjects. Applying extensive feature engineer-
ing to improve accuracy would only amplify the specialization of
the classifier to the particular small data set without improving its
generality.

Type 4 achieved higher test results than Type 3 (see Table 4).
The reason for the difference in performance is probably that
more diverse data from multiple subjects are used for the test sets
in Type 4 evaluation. The ratio between test and training set in
Type 3 depends on the total number of subjects and is often far be-
low 5%. Table 5 shows that the range between best and worst results
is higher for Type 3 than for Type 4, demonstrating the instability
and dependence of Type 3 on the particular test set (subject). Cross-
validation can be applied to Type 3, but the classification results are
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questionable due to the low test set ratio and the likely low gener-
alizability of the trained classifier. We therefore do not recommend
Type 3 evaluations. Majority vote with multiple Type 3 classifiers
could be an option [4]. However, such an ensemble classifier would
have been trained on both train and test data, which makes the
evaluation of such a classifier (as with Type 2) questionable.

Regardless of the type of evaluation, the average results of all
trained classifiers decrease as the number of subjects increases (see
Figure 5). As discussed before, one possible explanation is that more
subjects introduce more variance into the overall data set, which
would require even more data to train a classifier. This also signifies
that the trained classifiers do not generalize well at this point.

5.2 Imbalanced Data
In the context of fatigue research during physical exercise, data
sets are prone to imbalanced classes because fewer data is usually
collected for the fatigue state – subjects cannot perform an exercise
in a fatigue state for an extended period of time. In most studies,
subjects are required to perform the exercises to exhaustion which
guarantees the fatigue state for each subject. An alternative is to
perform exercises with a fixed time limit, which may result in
some subjects not becoming fatigued due to differences in fitness
levels. Fitness level and physical ability may also be the cause for a
different number of recorded segments for each subject (see also
Aguirre et al. [1]).

Some studies combine classes to improve classification results,
e.g., [1, 22, 28, 36, 37, 40, 67]. Fewer classes lead to more data dis-
tributed across all classes, which is especially true for small data
sets. As described by Zhang et al. [69, 70], the sample size, input
dimension, and output classes need to be considered to avoid over-
fitting. Studies with small data sets should balance the number of
samples with the number of classes accordingly. In general, the
more classes, the more data is needed (see also Escobar-Linero et al.
[22]). Regression can be a suitable alternative for detecting multi-
ple fatigue levels (see also Shi et al. [61]). If a classifier predicts a
class that is adjacent to the true class, the prediction is considered
incorrect. Since fatigue is usually based on subjective scales, some
tolerance for an incorrect prediction could be considered, e.g., if
the actual RPE value is 15 and 13.8 is predicted on a scale of 6 to 20.
With regression, more classes may be feasible.

A further aspect is how to reduce the number of classes. A com-
monly used method is to set a threshold and split the data into two
groups for binary classification. Another common approach is bin-
ning where classes are grouped together into a smaller number of
classes. Both approaches suffer from finding the right threshold(s)
and distribution of classes (see Figure 4). Depending on how the
new distribution of classes turns out, it impacts the results of the
trained classifiers [62]. Some studies try to circumvent this, e.g., by
using regression methods like mean absolute error as measure [65]
(instead of accuracy or F1 score) or by calculating the differences
between successive RPE values [22]. The latter method does not
work well when RPE values change linearly (as is the case in our
study), resulting in a consistent delta around zero.

Another problemwith small data can occur with cross-validation.
Depending on how the data is partitioned, the distribution of classes
within each partition can vary considerably. In extreme cases, cer-
tain classes may no longer occur in a partition. For example: a

subject is selected as test set (Type 3) who has not reported RPE
values above 12 on a scale of 6 to 20. Reducing the overall number
of classes reduces the likelihood of this phenomenon.

5.3 Oversampling
A further consideration for studies on fatigue with small data sets is
how to increase the data in the minority classes. For our study, two
approaches were discussed. (1) Intra-subject oversampling creates
new observations only from the same subject. Depending on the
parameters, this approach creates small variations which may also
be caused by sensor noise, and is therefore less artificial than the
following approach. (2) Inter-subject oversampling creates new ob-
servations from multiple subjects of the same class. Depending on
the oversampling parameters, the dimension of the feature vector,
and the variation between subjects, the newly created observations
may differ greatly from the original observations. This approach
creates more diverse observations and may improve the generaliz-
ability of the classifier, but the new data may not occur in reality
and can therefore affect the accuracy of the classifier in one way or
another. Inter-subject oversampling is likely to generate data that
increases the variance in the entire data set, which may paradoxi-
cally lead to the need of even more training data due to the higher
variance. Oversampling can also result in an overweighting of data
from certain subjects, e.g., if some subjects are only represented
in the minority class(es) but not in other classes. Finding the right
oversampling ratio is a further challenge but beyond the scope of
this research.

5.4 Limitations
Our study has limitations that should be considered when interpret-
ing our findings. The results show that classification performance
strongly depends on several factors, including the number of sub-
jects, the evaluation type, the classifier, class distribution, class
imbalances, data homogeneity, and feature selection. To promote
reproducibility and comparability across studies, it is crucial to
provide detailed information about these factors.

One limitation of our study is that it was conducted in a labora-
tory setting, which may have influenced subjects’ behavior and the
collected data. As noted by Morris et al. [49], a laboratory environ-
ment that does not simulate a gym may produce different data than
a real-world environment. Another limitation is the unbalanced
ratio of male to female subjects (2:1), which could have affected
the trained classifiers’ ability to accurately detect fatigue levels in
female participants. Furthermore, our target group is composed
of non-athletes which probably results in a wider variance in the
collected data compared to a group of (professional) athletes, as
non-athletes may have more varied levels of fitness and fatigue tol-
erance. Additionally, our study focused only on the squat exercise;
other exercises would have been equally valuable for the purpose of
this study. Another limitation of our study is that machine learning
was limited to statistical features.

Although we found that the feature sets from IMU and PE pro-
duced similar results (see Figure 5 and 6), suggesting that PE could
be a viable alternative or complement to IMUs, further experiments
are needed with different exercises to confirm these findings.
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6 CONCLUSION
In our study, we have highlighted the challenges and potential
pitfalls of utilizing machine learning in fatigue detection with small
data sets, particularly due to subject variance, data partitioning, and
evaluation methods. In our literature review, we found that related
studies rarely report the impact of their methods on outcomes,
indicating the need formore transparencywhen choosing particular
researchmethods. Based on the results of our study with 46 subjects,
we recommend researchers to avoid using Type 2 (no unknown
test subjects) and Type 3 (leave one subject out) evaluations with
subject-oriented small data sets, which may lead to models that lack
generalizability, and instead utilize Type 4 evaluations with leave n
subjects out. Additionally, to maximize the value of small data sets,
researchers should aim for a more homogeneous group of subjects
and a balanced distribution of classes while minimizing potential
variance. Although oversampling can help balance imbalanced data,
it should be used with caution to avoid overly artificial data or
overemphasis on certain subjects. In the future, we aim to identify
the data saturation point for our study and hope that our findings
will provide valuable guidance for other researchers in the field.
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