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Retrospection AW1

Content Delivery Networks

I Approach to deliver large amounts of content in an e�cient
manner

I Objectives
I Reduced latency
I Improved Quality of Experience (QoE)
I Reduced backbone load

I Utilises DNS and HTTP redirection mechanisms

I Steer users towards caches
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CDN components

Delivery
System

CDN

User
Agent 1

User
Agent M

Figure: CDN components[13, 8, 9, 15]

I Delivery System
I Deliver content

I Request-Routing System
I Steer clients

I Distribution System
I Distribute content

I Accounting System
I Billing / statistic creation
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Information-Centric Networking
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Motivation

Internet use cases shift

I From host-centric

Communicate via end-points (host/port)

I To information-centric

Access content via the network itself

I Researchers take the view that the network should account
stronger for content distribution

Target

I Designing a scalable and e�cient content-aware network
infrastructure
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General ICN building blocks[6]

Publish / Subscribe paradigm

I Publish data In-network

I Receive data through subscription

I Matching publication and subscription through rendezvous
mechanism

Caching

I In-network
I Utilise content routers for caching

I At-the-edge
I Utilise end-nodes for caching
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General ICN building blocks[6]

Naming

I Via location independent identi�ers

Security

I Secure content instead of communication channels
I Data integrity (e.g. self-certi�ability)
I Author & origin authentication

I Popular to be coupled with content naming

I Receiver initiated data transfer

Routing and Forwarding

I Immediate routing of content requests (one-step
resolve/retrieve)

I Name Resolution Service (NRS) (two-step resolve/retrieve)
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General ICN building blocks[6]

One-step resolve/retrieve
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Figure: Conceptual view of one-step
resolve/retrieve

Phases

I Finding
(rendezvous)

I Delivering
(forwarding)
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General ICN building blocks[6]

Two-step resolve/retrieve

...

Address Direction

XYZ Node2

… ...

Address Direction

WXY NodeXYZ
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Distributed
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Name <-> Topology Address 

Name Resolution Service

Figure: Conceptual view of two-step
resolve/retrieve

Phases

I Finding
(rendezvous)

I Constructing
(topology)

I Delivering
(forwarding)
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Related Work
F NDN / CCNx

F NetInf

F PSIRP / PURSUIT
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Related Work

Related Work

I Taken into account here
I NDN / CCNx from Parc[1, 11]

I NetInf of the 4WARD and SAIL project[2]

I PSIRP / PURSUIT project[3, 4]

I Early projects
I TRIAD project of Stanford University (2001)
I Data Oriented Network Architecture (DONA) (2007)
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Related Work
F NDN / CCNx
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NDN / CCNx

NDN / CCNx Overview

I Named Data Networking (NDN)[1]

I Research project of Palo Alto Research Center (PARC)

I Prototype implementation named CCNx[11]
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NDN / CCNx

Naming

I Naming structure
I Hierarchical
I Aggregatable
I Human-friendly format
I Naming on chunk basis
I Example: ccnx:/parc/videos/intro.avi

I Name resolution / routing
I Interest packets are routed towards sources
I Longest pre�x match on content names
I One-step resolve/retrieve
I Multiple distributed sources possible
I Reverse Path Forwarding through use of Pending Interest

Table (PIT)
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NDN / CCNx

—Draft for Dagstuhl seminar on Information-Centric Networking—

4 Discussing Information-centric Network Ar-
chitectures

Based on the identified building blocks in section 3, we will now discuss the
instantiation of these blocks for the specific approaches. In subsection 4.1, we
first provide an overview of CCN, PSIRP, 4WARD-NetInf, and DONA before
we compare with respect to naming/security (subsection 4.2), name resolution
and naming (4.3), in-network storage for caching (subsection 4.4), and APIs
(subsection 4.5).

4.1 Overview of Information-centric Networking Ap-
proaches/Related work

In this subsection we will present the existing approaches to Information-
Centric Networks: Content Centric Networking (CCN), Publish-Subscribe In-
ternet Routing Paradigm (PSIRP), Network of Information (NetInf) and Data-
Oriented Network Architecture (DONA).

4.1.1 CCN
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))
router interest
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router interest
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data
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datarrclient
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99tttttttttt
origindata
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Figure 2: CCN overview

The main idea of CCN is that a request for an information object is routed
towards the location in the network where that information object (IO) has been
published. At the nodes traversed on the way towards the source the caches of
the nodes are checked for copies of the requested IO. As soon as an instance
of IO is found (a cached copy or the source IO) it is returned to the requester
along the path the request came from. All the nodes along that path caches a
copy of the IO in case they get more requests for it.

4.1.2 PSIRP

In PSIRP IOs are published into the network by the sources. Receivers can then
subscribe to IOs that have been published. The publications and subscriptions
are then matched by a Rendezvous system. The matching procedure results in a
rendezvous identifier (RI) that can be seen as an identifier for a communication
channel. The RI then, in turn, can be resolved (within a scope) to a forwarding
identifier that can be used for routing of data object through the forwarding
network.

9

Figure: Abstract CCNx overview[6]

I Interest packets create soft-state (Pending Interest entry)

I Soft-states timeout or are cleared by corresponding data packet
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NDN / CCNx

Figure 1: Packets In the NDN Architecture.

Figure 2: Forwarding Process at an NDN Node.

achieved by conventions agreed between data producers and consumers, e.g., name conventions indicating
versioning and segmentation. Name conventions are specific to applications and opaque to networks.

Names do not need to be globally unique, although retrieving data globally requires a degree of global
uniqueness. Names intended for local communication may be heavily based on local context, and require
only local routing (or local broadcast) to find corresponding data.

To retrieve dynamically generated data, consumers must be able to deterministically construct the name
for a desired piece of data without having previously seen the name or data. Either (1) a deterministic
algorithm allows producer and consumer to arrive at the same name based on data available to both,
and/or (2) consumers can retrieve data based on partial names. For example, the consumer may request
/parc/videos/WidgetA.mpg and get back a data packet named /parc/videos/WidgetA.mpg/1/1. The
consumer can then specify later segments and request them, using a combination of information revealed
by the first data packet and the naming convention agreed upon by the consumer and producer applications.

The naming system is the most important piece in the NDN architecture and still under active research; in
particular, how to define and allocate top level names remains an open challenge. Not all naming questions
need be answered immediately, however; the opaqueness of names to the network – and dependence on
applications – means that design and development of the NDN architecture can, and indeed must, proceed
in parallel with our research into name structure, name discovery and namespace navigation in the context
of application development (Section 3.3).

2.2.2 Data-Centric Security

In NDN, security is built into data itself, rather than being a function of where, or how, it is obtained [51].
Each piece of data is signed together with its name, securely binding them. Data signatures are mandatory
– applications cannot “opt out” of security. The signature, coupled with data publisher information, enables
determination of data provenance, allowing the consumer’s trust in data to be decoupled from how (and from
where) data is obtained. It also supports fine-grained trust, allowing consumers to reason about whether a
public key owner is an acceptable publisher for a particular piece of data in a specific context.

However, to be practical, this fine-grained and data-centric security approach requires some innovation.
Historically, security based on public key cryptography has been considered inefficient, unusable and diffi-
cult to deploy. Besides efficient digital signatures, NDN needs flexible and usable mechanisms to manage
user trust. Section 3.4 describes how NDN offers a promising substrate for achieving these security goals.
Since keys can be communicated as NDN data, key distribution is simplified. Secure binding of names to
data provides a basis for a wide range of trust models, e.g., if a piece of data is a public key, a binding is
effectively a public key certificate. Finally, NDN’s end-to-end approach to security facilitates trust between
publishers and consumers. This offers publishers, consumers and applications a great deal of flexibility in
choosing or customizing their trust models.

NDN’s data-centric security can be extended to content access control and infrastructure security. Ap-
plications can control access to data via encryption and distribute (data encryption) keys as encrypted NDN
data, limiting the data security perimeter to the context of a single application. Requiring signatures on
network routing and control messages (like any other NDN data) provides much-needed routing protocol

4

Figure: Conceptual CCNx router architecture[16]
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NDN / CCNx

Caching

I Performed on chunk basis

I Takes just on-path copies into account

(on-path from subscriber to publisher)
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Related Work
F NetInf
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NetInf

NetInf Overview

I Network of Information (NetInf)[2]

I Part of 4Ward and SAIL (European FP7 research Projects)
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NetInf

Name resolution / routing

I Two-step resolve/retrieve

I Utilises Multilevel-DHT for rendezvous-system

I Rendezvous-system yields topology based address

Security

I Provides self-certifying data structures
I No external trust mechanism needed to verify data integrity
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NetInf

Caching

I Two ways to �nd cached copy
I Registered copy in Name Resolution Service (NRS)
I On-net copy found while routing subscription to the source

that the NRS returned

Naming

I Flat names

I Non human-friendly

Type Hash(PublicKey) Label

Figure: content id / name[5]
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NetInf

—Draft for Dagstuhl seminar on Information-Centric Networking—
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Figure 3: PSIRP overview

4.1.3 4WARD-NetInf
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Figure 4: 4WARD-NetInf overview

In NetInf IOs are also published into the network. They are registered with
a Name Resolution Service. The NRS also is used to register network locators
that can be used to retrieve data objects that represents the published IOs.
When a receiver want to retrieve an IO the request for the IO is resolved by the
NRS into a set of locators. These locators are then used to retrieve a copy of
the data object from the ’best’ available source(s).

4.1.4 DONA
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(b) Purely data-oriented operation

Figure 5: DONA overview

10

Figure: Abstract NetInf overview[6]

I NRS is queried for topology based address

I Content is transferred
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Related Work
F PSIRP
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PSIRP

PSIRP Overview

I Publish-Subscribe Internet Routing Paradigm

I European FP7 research project

I Continues as PURSUIT (Publish-Subscribe Internet
Technologies)
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PSIRP

Name resolution / routing

I Two-step resolve/retrieve

I Topology Manager creates zFilter (Bloom �lter) describing
path from subscriber to publisher

I Namespace scopes are restricted
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PSIRP—Draft for Dagstuhl seminar on Information-Centric Networking—
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In NetInf IOs are also published into the network. They are registered with
a Name Resolution Service. The NRS also is used to register network locators
that can be used to retrieve data objects that represents the published IOs.
When a receiver want to retrieve an IO the request for the IO is resolved by the
NRS into a set of locators. These locators are then used to retrieve a copy of
the data object from the ’best’ available source(s).
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(b) Purely data-oriented operation

Figure 5: DONA overview

10

Figure: Abstract CCNx overview[6]

I Uses source routing

I NRS is queried for zFilter

I Request is routed to content source

I Content is transferred
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PSIRP

zFilter[10]

I Use Link IDs to construct Bloom �lter

I x1 and x2 are Link IDs

I Attached to every packet

I Hop-by-hop evaluation against link table

I False-positives possible
Broder and Mitzenmacher: Network Applications of Bloom Filters: A Survey 487

Figure 1. An example of a Bloom filter. The filter begins as an array of all 0s.

Each item in the set xi is hashed k times, with each hash yielding a bit location;
these bits are set to 1. To check if an element y is in the set, hash it k times
and check the corresponding bits. The element y1 cannot be in the set, since a
0 is found at one of the bits. The element y2 is either in the set or the filter has
yielded a false positive.

natural assumption that these hash functions map each item in the universe to

a random number uniform over the range {1, . . . ,m}. For each element x ∈ S,
the bits hi(x) are set to 1 for 1 ≤ i ≤ k. A location can be set to 1 multiple

times, but only the first change has an effect. To check if an item y is in S, we

check whether all hi(y) are set to 1. If not, then clearly y is not a member of

S. If all hi(y) are set to 1, we assume that y is in S, although we are wrong

with some probability. Hence, a Bloom filter may yield a false positive, where

it suggests that an element x is in S even though it is not. Figure 1 provides

an example. For many applications, false positives may be acceptable as long as

their probability is sufficiently small. To avoid trivialities we will silently assume

from now on that kn < m.

The probability of a false positive for an element not in the set, or the false

positive rate, can be estimated in a straightforward fashion, given our assumption

that hash functions are perfectly random.1 After all the elements of S are hashed

into the Bloom filter, the probability that a specific bit is still 0 is

pI = 1− 1

m

kn

≈ e−kn/m.

We let p = e−kn/m, and note that p is a convenient and very close (within
O(1/m)) approximation for pI.
Now, let ρ be the proportion of 0 bits after all the n elements are inserted in

the table. The expected value for ρ is of course E(ρ) = pI. Conditioned on ρ,

1Early work considering the performance of Bloom filters with practical hash functions was

done by Ramakrishna [Ramakrishna 89]. The question of what hash function to use in practice

remains an interesting open question; currently MD5 is a popular choice [Fan et al. 00].

Figure: Bloom �lter construction[7]
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PSIRP

Figure 2: Example of Link IDs assigned for links, as
well as a publication with a zFilter, built for forward-
ing the packet from the Publisher to the Subscriber.

For each point-to-point link, we assign two identifiers,
called Link IDs, one in each direction. For example, a link

between the nodes A and B has two identifiers,
−→
AB and

←−
AB.

In the case of a multi-point (e.g. wireless) link, we consider
each pair of nodes being connected with a separate link.
With this setup, we do not need any common agreement
between the nodes on the Link IDs – each Link ID may be
locally assigned, as long as the probability of duplicates is
low enough.

Basically, a Link ID is an m-bit long name with just k
bits set to one. In Section 4 we will discuss the proper
values for m and k, and what are the consequences if we
change the values. However, for now it is sufficient to note
that typically k � m and m is relatively large, making the
Link IDs statistically unique (e.g., with m = 248, k = 5, #
of Link IDs ≈ m!/(m− k)! ≈ 9 ∗ 1011).

The topology system creates a graph of the network us-
ing Link IDs and connectivity information. When it gets a
request to determine a forwarding tree for a certain publi-
cation, it first creates a conceptual delivery tree using the
network graph and the locations of the publisher and sub-
scribers. Once it has such an internal representation of the
tree, it knows which links the packets need to pass, and it
can determine when to use Link IDs and when to create
state [45]. The topology layer is also responsible for react-
ing to changes in the delivery tree, caused by changes in the
subscriber set.

In the default case, we use a source-routing-based ap-
proach which makes forwarding independent from routing.
Basically, we encode all Link IDs of the tree into a Bloom
filter, and place it into the packet header. Once all link
IDs have been added to the filter, a mapping from the data
topic identifier to the BF is handed to the node acting as the
data source and can be used for data delivery along the tree.
The representation of the trees in packet headers is source
specific and different sources are very likely to use different
BFs for reaching the same subscriber sets. To distinguish
the BFs in the actual packet headers from other BFs, we
refer to the in-packet Bloom filters as zFilters1.

1The name is not due to zFilter.com nor the e-mail filter
of the same name, but due to one of the authors reading

Each forwarding node acts on packets roughly as follows.
For each link, the outgoing Link ID is ANDed with the zFil-
ter in the packet. If the result matches with the Link ID, it
is assumed that the Link ID has been added to the zFilter
and that the packet needs to be forwarded along that link.
With Bloom filters, matching may result with some false
positives. In such a case, the packet is forwarded along a
link that was not added to the zFilter, causing extra traffic.
This sets a practical limit for the number of link names that
can be included into a single zFilter.

Our approach to the Bloom filter capacity limit is twofold:
Firstly, we use recursive layering [12] to divide the network
into suitably-sized components; see Section 5. Secondly, the
topology system may dynamically add virtual links to the
system. A virtual link is, roughly speaking, a unidirectional
delivery tree that consists of a number of links. It has its
own Link ID, similar to the real links. The functionality in
the forwarding nodes is identical: the Link ID is compared
with the zFilter in the incoming packets, and the packet is
forwarded on a match.

2.4 Forwarding in TCP/IP-based networks
While unicast IP packets are forwarded based on address

prefixes, the situation is more complicated for multicast. In
source specific multicast (SSM) [19], interested receivers join
the multicast group (topic) and the network creates specific
multicast state based on the join messages. The state is
typically reflected in the underlying forwarding fabric, for
example, as Ethernet-level multicast groups or multicast for-
warding state in MPLS fabrics.

From the IP point of view, LIPSIN can be considered as
another underlying forwarding fabric, similar to Ethernet
or MPLS. When an IP packet enters a LIPSIN fabric, the
edge router prepends a header containing a suitable zFilter,
see also Sect. 5.1; similarly, the header is removed at the
egress edge. For unicast traffic, the forwarding entry simply
contains a pre-computed zFilter, designed to forward the
packet through the domain to the appropriate egress edge.

For SSM, the ingress router of the source needs to keep
track of the joins received on multicast group through the
edge routers, just like any IP multicast router would need to.
Hence, it knows the egress edges a multicast packet needs to
reach. Based on that information, it can construct a suitable
zFilter from the combination of physical or virtual links to
deliver the packets, leading to more flexibility and typically
less state than in current forwarding fabrics.

3. DESIGN DETAILS AND EXTENSIONS
In this section, we present the details of our link-identity-

based forwarding approach. We start by giving a formal
description of the heart of the forwarding design, the for-
warding decision. Then, we focus on enhancements of the
basic design: Link ID Tags generation and selection of can-
didate Bloom filters. Next, we discuss additional features
that make the scheme practical: virtual links, fast recovery
after failures, and loop prevention. In the end, we consider
control messages and return paths.

3.1 Basic forwarding method
The core of our forwarding method, the forwarding deci-

sion, is based on a binary AND and comparison operations,

Franquin’s Zorglub for the Nth time during the early days
of the presented work. The name stuck.

197

Figure: zFilter based forwarding[10]

I Uses source routing
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PSIRP

Caching

I Along transmission path

I Registered within Name Resolution System

Naming

I Non human-friendly

I Split into various abstraction levels
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PSIRP

Naming
3.3 Functional Entity Relationships 

Figure 3 illustrates the relationships between the key entities of the PSIRP 
architecture.  

Publish / Subscribe

Metadata
(source is implementation-dependent)

Data

Application Identifiers
(AId)

Rendezvous Identifiers
(RId)

Forwarding Identifiers
(FId)

Network Transit Paths

Scope Identifiers
(SId)

Includes...
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with...

Includes...

Resolved to...

Resolved to...

Define...
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Network Transit Paths
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(SId)

Includes...
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with...

Includes...

Resolved to...

Resolved to...

Define...

Fig. 3. Key entities of the conceptual architecture. 

Typically, data is associated with one or more application identifiers and one or 
more scopes. Each application first resolves application identifiers (AId) into 
rendezvous identifiers.  

A rendezvous identifier (RId) represents the network level identity of a publication 
and is associated with policy-compliant data dissemination graphs for publication 
delivery, both in the local domain (intra-domain) and between domains (inter-
domain). The rendezvous identifiers are chosen from within a large enough set to 
provide a probabilistically feasible likelihood of uniqueness without a central 
allocation authority 

A given application then hands the rendezvous identifiers to the network, using the 
scopes to properly map each rendezvous identifier to one or more forwarding 
identifiers (FId), both within a domain and between domains. It is then the 
responsibility of the rendezvous functions to find suitable data transit and delivery 
paths in the network and denote them with forwarding identifiers. The breadth of 
reference of FIds is variable, potentially limited to single hops or dynamically 
expandable to encompass full multicast trees. This relatively open structuring scheme 
allows concurrent use of FIds to support flexible routing mechanisms based on source 
routing, anycast, multicast trees etc.  

S. Tarkoma et al. / The Publish/Subscribe Internet Routing Paradigm (PSIRP) 107

Figure: PSIRP ID coherence[12]
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Comparison
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Comparison: Routing & Forwarding

Data path

I In NDN/CCNx data can only �ow along the reverse path the
interest packets take

I NetInf and PSIRP allow for di�erent paths

Network states

I In CCNx soft-states are created by each interest packets what
may lead to resource exhaustion (CPU/Memory)[14]

I PSIRP utilises zFilters attached to packets thus no states need
to be maintained in the network
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Comparison: Naming

Naming

I CCNx names are human-friendly

I NetInf and PSIRP are not human-friendly hence may require
mapping service

Versioning

I NetInf and CCNx support versioning of content

I PSIRP leaves versioning to the application through the
Application ID
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Comparison: Information scope

Scoping

I NetInf has no mechanism of restricting the availability scope of
content so far1

I PSIRP utilises a Scope ID to restrict the accessibility

I CCNx can use export policies to restrict routing information

1possible approaches are mentioned in[6]
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Future Work
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Future Work

Open topics

I Scalability

I Non human-friendly names

Secure name mapping service needed

I Scoping of content

Limiting the reach of information

I Source mobility

I Disruption Tolerance / Delay Tolerant Networking (DTN)

I Security

Infrastructure attacks
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Thanks for your attention!
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