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Dirk Löwenstrom
dirk.loewenstrom@haw-hamburg.de

Hamburg University of Applied Sciences, Department of Computer Science
Berliner Tor 7

20099 Hamburg, Germany

Abstract—Stream processing is used to handle large sets of
unbounded data, typically referred to as events, that arrive
with high velocity in a mostly semi- or unstructured form. To
obtain reliable information from these events, various window
operations are used to group related events over a period of
time, even if the events do not reach the processing pipeline
in the order they occurred. To build a high-performance but
reliable Data Stream Processing System (DSPS) tools like Apache
Kafka are used to enhance the overall capabilities of the stream
processors. In this paper, we will briefly glance over the basics of
(distributed) stream processing, the architectures in which they
are used, as well as open questions and interesting research topics.
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I. INTRODUCTION

Stream processing engines (SPE) have become an important
part of enterprise Big Data architectures by extracting business
value from data in motion, reducing the processing time of
an individual item and offer near real-time decision making.
Data from the ever-growing list of IoT sensors, smartphones,
wearables and other connected devices emphasize the velocity
part of Big Data handling which led to a shift from traditional
batch oriented processing such as MapReduce [28] on Hadoop
[53] towards a more ad-hoc approach because the amount
of data and the speed at which it is generated rules out
other approaches. In addition, the value of data provided from
such sources decays quickly, making high latency in those
problem domains unacceptable. Despite the urge for real-time
processing, SPE must be able to cope with the amount of
rapidly generated data. Therefore, high throughput is also
an essential property of a SPE in order to keep up with
incoming data streams. For example Twitter [14] needs to
handle more than 2.8 billion write requests per minute, storing
4.5 petabytes of time series data. LinkedIn [64] generating
over 1 trillion messages per day using Kafka [40] and recently
Steven Wu mentioned the use of the Apache Flink [4] system
for the data platform at Netflix which handles over 3 trillion
events per day. Other common use cases for stream processing
include clickstream analysis or enrichment, ETL workloads
and predictive analytics (fraud, pattern recognition) using
incremental updated prediction models [20].

However the interest in processing data in motion is not
new. Many advances (algorithm improvements, querying on
streams or machine learning) in event processing (EP) and

complex event processing (CEP) were made a decade ago
[15, 19, 30] and SPE has gone through a long evolution.
From an extension of traditional DBMS as main-memory
database systems or rule engines triggering on new events,
over using SQL on streams by exploiting the relation between
streams and relations (TelegraphCQ [23], STREAM [15]), to
engines like Aurora [19] that use a directed acyclic opera-
tor graph (DAG) based approach for processing streaming
data on a single or multi-node system with fault tolerance
and distribution capabilities (Borealis [10]). Although those
systems can provide continuous query capabilities, high-level
SQL-like interfaces and latency in the order of milliseconds
their deployment usually only spawns a few nodes and lack
support to maintain a high-scalable system needed to solve
aforementioned requirements for throughput and latency [63].
This has led to the development of a number of recent systems
with their own trade-offs that cover the requirements [56] of
large-scale distributed stream processing engines on big clus-
ter environments. A not exhaustive list includes: MillWheel
[12], Kafka Streams [6], Cloud DataFlow [13], Apache Apex
[1], Apache Spark Streaming [3], Apache Flink [4], Apache
Storm/Trident [8], Apache Heron [45] and Apache Samza [7].
Several SPE also support both batch and stream processing
capabilities, leading to a simpler architectures than the wide-
spread Lambda Architecture [47] using a single SPE for data
processing. Recent work on the Apache BEAM [2] project
goes even further by providing a unified programming API
based on the work of Akidau et al. and the dataflow model.
In BEAM batch or stream workloads can be described using
an abstraction of stream with different runners, while the
”real” implementation using one of the previous listed SPEs.
Notwithstanding using BEAM or the underlying SPE directly,
these systems still remain challenging to use in practice and
place significant demands on things like debugging, mainte-
nance, elasticity, scalability as well as performance evaluation
[17, 18, 27, 33]. The rest of this paper is organized as follows.

First we will glance over the basics of stream processing
engines and the critical characteristics needed to use them in
large-scale systems. The main part will look at the different
SPEs, describing their architectural and execution model as
well as comparing the trade-offs they make. Finally we briefly
summarize open issues and interesting topics in the area of
distributed stream processing.



II. BASICS & CHALLENGES

Before we dive into the details of some of the modern SPEs,
we take a look at architectures that are used in Big Data
systems. A general data processing pipeline consists of the
following parts: data sources emit data to the system where
they are stored in a distributed, fault-tolerant file system like
HDFS [53] or queueing system like Kafka [6] followed by
arbitrarily processing, serving and some form of visualization.
In this paper we focus on the processing step, especially
what options exists to realize stream processing. To better
understand the trade-offs, we first need to distinguish batch
and stream processing.

Batch vs. Stream Processing
Batch processing handles the volume part of Big Data by
periodically execute batch jobs on large potion of the incom-
ing data in a cost-effective and efficient way [31]. Because
batch jobs operate on the complete data, optimized parallel
algorithms like MapReduce [28] can be used to get correct
results at the cost of overall higher latency due to the delayed
execution. In contrast, streaming systems tackle velocity and
provide a low end-to-end latency by processing events at-
motion. However the benefits introduce a series of challenges
[56] that need to be solved when reasoning about distributed
stream processing systems (DSPS) and unbounded streams of
events:

• scaling: the system must be able to scale-out from a
single-node to a multi-node cluster and provide a way
to deploy processing logic to that cluster.

• availability: in contrast to batch processing, streaming
uses long-running jobs to process items immediately,
making downtime unacceptable.

• stragglers: since the system can process data only as
fast as its slowest component, it need a way to handle
stragglers by rebalancing or replacing misbehaving com-
ponents.

• backpressure: is important because it defines how the
system responds to overload and maintain operational.

• fault-tolerance: the DSPS must be fault tolerant and
automatically return to the normal state in the event of a
fault.

• state management: for stateful stream processing the
system need to maintain state of calculated results and
provide a way to recover the intermediate results on
cluster failure.

• out-of-order processing: the DSPS need techniques to
reason about the skew between event time (the time where
the event actually occurred) and processing time (the
time at which the event is observed by the system) [60].
Network latency or hardware errors can cause events to
arrive late and out-of-order. Therefore a way to re-order
late events and process them in the right time window
is essential for workloads that require strict ordering
to output correct results. In addition, the system only
operates on partial data and cannot make assumptions
on the completeness of events in a certain time period.
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Fig. 1. Lambda Architecture [47]

Therefore, it must be able to work on incomplete data,
leading to approximate results compared to batch process-
ing. Handling late events is always a trade-off between
result latency and result accuracy [63].

• processing guarantees: as part of fault-tolerance a DSPS
defines delivery guarantees for the processed items: at-
least-once, at-most-once and exactly-once [60]. At-most-
once provides the lowest guarantee since messages are
delivered zero or at most once. No attempts are made
to retry or retransmit events which may cause messages
to be lost. At-least-once guarantees that a message will
be processed even in the presents of failures by using a
replayable source like Kafka to retry processing. As the
name implies the SPE may process an event twice, thus
allowing duplicates to occur. In exactly-once processing
messages can neither be lost nor duplicated. Famous
approaches include at-least-once plus dedupluciation and
distributed snapshots that periodically checkpointing pro-
cessing state to a durable backend. The term exactly-once
however is misleading for what it ensures, because it
cannot guarantee that arbitrarily user-defined logic ex-
ecuted for an event happens only ”exactly-once”, instead
it ensures that the state of the data processing pipeline
is only affected once by an event and that this state is
recovered correctly [51]. Most systems that offer exactly-
once also rely on a replayable data source to replay events
past the latest checkpoint.

• latency: achieved by SPE only display a portion of
the overall end-to-end latency for Big Data processing
systems. When the event is generated at the source it
need to be sent to the ingestion system which forwards
the event stream to the streaming processing layer. After
processing, results are passed to downstream systems for
storage and serving. All these steps contribute to the
overall latency of the pipeline.



Lambda & Kappa Architecture
As an attempt to merge the benefits of both worlds, Marz
proposed the Lambda Architecture that combines batch and
stream processing in one architecture. Distilled to its essence,
the Lambda Architecture complements the slow, but correct re-
sults form batch processing with a real-time layer for fast, but
not necessary correct results. As shown in Figure 1 incoming
data flows two paths. The batch layer’s job is to persist data to
a fault-tolerant, highly scalable storage system like HDFS [53]
and periodically execute batch jobs on large datasets, while
the speed layer operates on recent data, providing low-latency
results. Finally the serving layer merges the output from both
layers to build a complete result. However using this kind
of architecture essentially means maintaining two systems,
their individual computation logic and the not trivial effort
to merge the results. Although hybrid tools that support batch
and stream processing exists [3, 4, 50], most systems rely on
Hadoop and need to employ a separate streaming system [63].
Duplicated logic can be minimized using higher abstractions
like Summingbird [21], but this still requires managing two
separate systems. In contrast, the Kappa Architecture [39]
makes no distinction between batch and stream processing by
treating everything as a stream (batch is just a special case of
stream over a fix window of historical data). Mainly all data is
stored in a highly scalable messaging systems like Kafka [6]
which provides an ordered, fault-tolerant stream of events that
can be replayed into the system as needed. The core of the
data processing pipeline is a SPE that must be able to cope
with incoming data at high rate and achieving high throughput.
Instead of having two data paths, all data processing takes
place in the SPE, with the results being recalculated only for
computation logic updates by replaying historical data using
the aforementioned messaging system [39]. Also the Kappa
Architecture come with disadvantages. The effort to replay the
entire history is proportional to the stored data volume, placing
a lot of complexity on the ingestion system to retain large
datasets. Though the Kappa Architecture has a limited use
case for application that do not require unbounded retention
times of data [63].

III. DISTRIBUTED STREAM PROCESSING SYSTEMS

The following sections will focus on the current state of
distributed stream processing engines, concentrating on their
architectures, state handling and processing guarantees.

A. Apache Storm

The first SPE we analyze is Apache Storm [8] that pro-
vides an abstraction for stream processing, like MapReduce
[28] did for batch processing. Storm [59] defines a data
processing pipeline as an indefinitely running topology, a
directed computation graph that defines how incoming data
(unbounded sequence of tuples) flow through the system and
what processing should be applied to it. The topology itself
consist of spouts and bolts as seen in Figure 2. Spouts handle
the ingestion part by reading data from external sources or
pull tuples from message queues like Kafka [6] and emit them
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Fig. 2. Storm topology [59].

to the downstream bolts which execute the computation logic
(e.g. filtering or user-defined functions (UDFs)), write results
to external storage or pass data subsequent bolts.

For clustering storm uses a master-slave architecture, com-
posed of Zookeeper [9] a distributed key-value store for
reliable coordination and cluster state, a master node, called
Nimbus that is responsible to observe cluster members,
distribute tasks among slave nodes and take action in case
of failing nodes by rescheduling tasks or restarting worker
processes [18, 59, 63]. Each Storm slave node has a supervisor
to orchestrate workers (JVM processes) which execute the
actual tasks (the implementation of a spout or bolt described
in the topology).

State Management & Fault-Tolerance
To prevent data loss Storm [8] is able to back up the progress
of tuples by persisting state in-memory or synchronously
forwarding the current state to an external key-value store
like Redis. While this ensures that no intermediate result is
lost, it will introduce very high-latency penalties as the size
of the state increases, making it only feasible for small state to
preserve the low-latency guarantees [31]. In case of a failing
worker, the Nimbus simply restart it or if the whole slave is
misbehaving it reschedules tasks as necessary. To cope with
system overload, Storm can generate backpressure when the
input buffer of a bolt exceed a defined watermark, throttling
the previous steps until the system recovers [8].

Guarantees
Storm offers neither exactly-once semantics nor guarantees
the order in which tuples are processed, but is able to
achieve at-least-once by tracking the lineage of each tuple
and acknowledging in each spout and bolt that the tuple was
processed. This doubles the message overhead causing an
enormous impact on performance [26].

Being a native stream processor Storm generally provides
low-latency results at the cost of losing certain processing
guarantees. In production use cases however the minimal
achievable end-to-end latency is usually above 50ms due
to network latency and garbage collection [32]. In addition,
Storm is only able to express stream operations via a limited,
low-level API which resulted in the Trident extension.



B. Storm Trident

Trident introduces an abstraction layer on storm that pro-
vides a higher-level API for processing stateful streams (e.g.
joins, aggregates, grouping) and through the use of micro-
batching a way to implement exactly-once processing as well
as ordering guarantees between each batch. In contrast to
Storm, Trident topologies are DAGs and tuples are processed
in batches, not one-at-a-time, thus increasing throughput at
the cost of increased latency. Each batch is the result of
splitting the dataset into partitions, subdividing each partition
into batches that are processed by one node in the cluster [31].

Guarantees
To realize exactly-once processing Trident uses the acknowl-
edgment feature of Storm and guarantees that each tuple exists
only once by storing additional information alongside the
maintained state and updating it transactionally [63]. In order
to maintain these guarantees, state updates must be performed
in strict order, making this mechanism similar to Storm only
feasible for small state.

C. Heron

Heron [41] is the direct successor of Storm at Twitter to
address critical challenges related to scalability, isolation and
debugging while maintaining compatibility with the Storm
API. One of the main problems associated with Storm is the
fact that workers from different topologies could interfere each
other on the same machine, leading to a separate infrastructure
for topologies in order to achieve isolation at the expense
of inefficient use of resources. [45]. To solve this problem,
Heron provides a cleaner mapping of logical units to physical
execution processes instead of bundling multiple components
of a topology into a single operating system process. In
contrast to Storm, Heron topologies are process-based running
each process in isolation and it is possible to specify fine-
grained resource allocation for individual components to avoid
over-provisioning the cluster as well as running a topology
alongside other critical services [41]. Heron follows the same
data model as Storm describing stateful topologies of spouts
and bolts, optionally acknowledging the processing state of
tuples for fault-tolerance and at-least-once guarantees [58].
Much like Storm, using this mechanism increases the overall
latency, while disabling it only offers at-most-once guarantees.

Figure 3 shows the overall architecture of Heron, which
in its basis consists of a Topology Master, Containers, Stream
Manager, Heron Instance, Metrics Manager, Zookeeper [9] and
one of the supported schedulers [5] that spawns the topology.
When submitting a topology the scheduler allocate required
resources, spawns several worker containers and a dedicated
container marked as Topology Master that acts as the master
node for the topology. The workers contain a Stream Manager
for internal and external routing of tuples to or between Heron
Instances and a Metric Manager exporting metrics to a central
monitoring system. Stream Managers notify their Topology
Master about scheduled containers that distribute the combined

Topology 
Master (TM) 

Stream 
Manager 

(SM) 

Topology 
Master (TM) 
(Standby) 

Zookeeper

Heron 
Instance 

(HI) 

Heron 
Instance 

(HI) 
Heron 

Instance 
(HI) 

M
et

ric
s 

M
an

ag
er

 

Stream 
Manager 

(SM) 

Heron 
Instance 

(HI) 

Heron 
Instance 

(HI) 

M
et

ric
s 

M
an

ag
er

 

container

container

M
on

ito
rin

g 
Sy

st
em

Fig. 3. Heron topology architecture [41].

physical execution plan to all known Stream Managers which
form a fully connected graph [45]. Individual processing is
done by a Heron Instance that either runs a spout of bolt task
and internally uses two threads to receive tuples and gather
metrics. Because Heron Instances only run a single process,
debugging malfunction tasks becomes easier since logs are
written to their own file providing a time order view of events.
In case of system overload, Heron uses TCP windowing to
propagate back pressure to upstream Heron Instances or spout
back pressure to throttle the incoming data flow when Heron
Instances start slowing down [45].

D. Samza

Samza [50], similar to Storm and Heron, uses a one-at-a-
time continuous processing model and only provides at-least-
once semantics. It offers [7] a low-level API comparable to
Storm, a SQL-like API for batch processing and unified API
to describe stream and batch processing by adopting concepts
of the data flow model [13]. Samza itself relies heavily on
Kafka [40] for reliable storage, ingestion and replayability of
events in case of failing tasks. Samza can either operate on an
unbounded data stream (e.g. Kafka topic) or bounded stream
(e.g. input files). Independent of the streaming type, a stream is
partitioned into an ordered, replayable sequence of records and
each message in a partition can be identified given a specific
offset [40, 50, 63]. An application in Samza is composed of
jobs that contain one or more tasks for processing. In contrast
to Storm/Heron, each job is independently deployable and a
single-threaded process [18]. Samzas main abstraction is a Job
(similar to Storm/Heron Bolt) that executes on data pulled (as
a single message item) from Kafka and emit data back to
Kafka after processing (as shown in Figure 4).

Similar to Heron, Samza divides the execution plan in a
logical and physical representation. The logical plan is a job
represented as a directed graph of operators and streams of
data. For physical execution and to increase the throughput of
the system, a job is divided into multiple parallel, independent,
and identical tasks and the input stream is divided into
partitions, where each task execute the same logic on its own
input partition [50].



Kafka

Samza 
Job 

Samza 
Job 

Kafka

Samza 
Job 

Kafka

Samza 
Job 

Fig. 4. Samza data flow [63].

Parallelism can be tuned by running more instances of
the Job, but because data is always written back to Kafka
between each step in the pipeline, the resulting latency is
generally higher compared to systems like Storm. Despite the
disadvantages of this approach, it allows for an easy way of
sharing data between jobs like combining results of previous
stages. Also due to the log semantic, Samza provides ordering
of messages across all Kafka partitions [31].

State Management & Fault-Tolerance
Samza guarantees at-least-once processing by giving each task
a local, durable state store (key-value store) used to record
state and periodically persisting the last processed offset for its
input stream partition [7, 50]. As seen in Figure 5 checkpoints
are flushed incrementally, only emitting the delta since last
checkpoint. They are also replicated to other machines for
reliability. On task failure, a new task is spinned up and
the old state is restored by replaying the changelog and
processing all events after the last offset [7]. Due to the local
state, each task is able maintain more data that could fit in
memory and because the store is attached directly to each task,
lookups are generally faster than remote backends, resulting
in lower tail latency and higher throughput. In addition, the
enforced buffering of data between processing steps eliminates
the need for backpressure since Kafka, given a large scaled
deployment, makes sure that the system preserve its stability
even if overload occurs. Noghabi et al. also argue that incre-
mental checkpointing is more efficient than full checkpointing
considering large state (100TB), but it performs worse than
checkpointing in case of smaller state (100GB - 10B), although
this is compensable using optimized batching.

Unified API
Instead of using a Lambda Architecture, Samza uses a unified
model for batch and stream processing by treating batch as a
finite stream and marking the end of the batch with a special
token. Samza also splits the processed data into windows
(tumpling, session [13]) to avoid reprocessing the entire stream
on failures. By default, Samza [7] can reason about processing
time of events and provides event-time based processing by its
integration with Apache BEAM [2].

Fig. 5. Samza local state for fault-tolerance [50].

When late or out-of-order events arrive, the particular window
is re-processed fixing previous results [50].

E. Spark Streaming

Spark Streaming [66] enables stateful stream processing and
exactly-once guarantees by using the micro-batch approach,
resulting in high throughput, strong consistency guarantees
due to the batch mechanism and latencies in the upper mil-
liseconds to seconds. The key concepts of Spark are RDDs
and DStreams. RDDs are distributed and immutable collection
(resilient distributed datasets) that are manipulated through
deterministic operations (transformations) which always pro-
duce a new RDD [65]. To shield against process errors
or machine failures, Spark keeps track of the full lineage
of how a RDD evolves (the sequence of operations that
created it), checkpointing expensive RDDs so that they can
be reused faster in later computation stages [65, 67]. In that
way a lost partition can easily be rebuild by replaying saved
transformations on the base data, resulting in much faster
recovery time compared to syncing state over network from
external storage [67]. Streaming computations are expressed
as a DStream (discretized streams), a collection of RDDs
computed periodically using Spark batch jobs at small time
intervals. RDDs are processed in order, whereas the contained
data item are processed in parallel, without any ordering
guarantee [63]. Figure 6 shows the overall process. In each
time interval incoming datasets are stored reliably across the
cluster to form an immutable, partitioned dataset [66]. Once
the time interval completes, transformations are applied in
parallel producing outputs or intermediate results, whereas the
latter is stored as a stateful RDD for next batches. If a batch
fails, the last RDD can be used to perform the calculation again
or if the whole DStream fails, the used dataset is replayable
using systems like Kafka.

F. Spark Structured Streaming

Structured Streaming [17] is an improved version of the
Spark Streaming extension based on the Spark SQL engine
and offers a higher-level API to express batch and stream
computations under the same set of API primitives. It offers
end-to-end exactly-once semantics and fault-tolerance through
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checkpointing and write-ahead logs (WAL) [3]. By default,
the engine runs in micro-batch mode [66], providing high
throughput and exactly-once at the expense of higher latency.
In addition, it is able to run long-living operator tasks in
continuous processing mode, achieving latencies in the lower
milliseconds while softening the guarantees to at-least-once,
although exactly-once semantics can be achieved by placing
restrictions on sources and sinks [17]. First, the source must
be replayable in the case of failure and second, the sink has
to handle events idempotently. To maintain state in this mode,
Spark asynchronously stores the processed offset to the WAL
when reading a so called epoch marker which is injected into
the input stream. This allows for periodic state checkpointing
without interrupting processing. Like Samza, Spark adopted
the concepts of the data flow model [13] and is able to express
windowing operators as well as higher-level operations like
aggregation or joins on streams. [17].

G. Flink

Flink [4] is a stream-only processing engine that enables
low-latency, stateful stream processing, exactly-once seman-
tics and fault-tolerance through asynchronous snapshots [22]
which maintain a global state of all operators. Flink adopts
the data flow model [13], where batch is only a special case
of streaming under fixed window operator to work on a finite
dataset. Flink applications are structured as a DAG containing
operators which apply transformations onto streams [22]. As
core model, Flink uses two abstract data types. DataStreams
for unbounded streams and DataSets for bounded streams. For
stateful stream processing, each stream operation in Flink is
able to declare its own state to keep track of data seen [22]. The
state can reside on heap memory, backed up by a file system or
outsourced to an external key-value store (e.g. RockDB) [46].
However, the heap approach has strong limitations in terms of
available resources, especially when large aggregates have to
be hold in memory.

Figure 7 shows an overview of the Flink architecture,
consisting of workers, called TaskManager which are respon-
sible to execute tasks and a JobManager that holds informa-
tion about active pipelines, coordinates scheduling, observes
snapshotting and triggers recovery mechanisms. As seen in
Storm and Heron, Flink also relies on Zookeeper [9] to keep
metadata, task information and cluster state.
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Fault-Tolerance
Based on the famous algorithm developed by Chandy and
Lamport, Flinks asynchronous snapshots offers a way to
back up pipeline state without stopping the current execution.
Therefore each operator persists data between two barrier
items that get injected into the data stream. When a barrier
is read, the current state is asynchronously persisted to a local
database. To obtain a global backup, all local states are pulled
into an external data backend, resulting in a global snapshot
that can be used to recover the entire pipeline state in the event
of an error.

IV. INTERESTING TOPICS

Although SPEs have a long list of improvements behind
them, there are still a number of open problems to solve and
interesting application areas that arise with the new generation
of SPEs. Since a detailed consideration of all cases would go
beyond the scope of this paper, we will briefly look at the
following topics:

1) benchmarking: Due to the constantly growing list of
SPEs that use a variety of architectural approaches, it
is difficult to provide a generic method for evaluating
and comparing these systems. Things get even worse
because as complexity of these systems increases, small
misconfigurations or wrong tuning can lead to a signif-
icant change in the benchmark outcome. Hence equal
tuning must be applied to the systems under test to get
meaningful results [38]. Existing streaming benchmarks
often do not cover real-word use cases and provide
limited metrics. For example the Linear Road [16]
benchmark is an application benchmark that simulates
a variable tolling system of a metropolitan area for
motor vehicle expressways. Besides live data, historical
data covering ten weeks of tolling history is generated
that need to be combined with the used live queries
to produce correct outputs [33]. Linear Road reports
a so called L-rating metric which is used to compare
the stream data management system with relational
databases. StreamBench [44] is a benchmark suite that
contains several micro-benchmarks (e.g. word count or
projection) which focus on benchmarking distributed
SPE. Due to its limited scope, it is well suited for



operator comparisons since only relevant parts of the
system under test are used. Being a micro benchmark,
it has generally limited validity, making it inappropriate
to evaluate performance for real-world applications [33].
The queries used in StreamBench vary from simple
stateless filter or extraction tasks to complex stateful
multi-step queries. However, windowing functions are
not included. As input data, StreamBench uses real-
word datasets as seed for a more sophisticated data
generation and therefore does not work with a com-
plete representation of reality. To cope with generated
messages, a broker like Kafka [40] is used to separate
generation from consumption. Instead of a self-defined
metric, StreamBench measures throughput and latency
as well as the penalties resulting from node failures [44].
Ivanov et al. proposed an extension of the well know
BigBench for adding stream processing support to the
existing big data storage and batch processing bench-
marking capabilities. To achieve an end-to-end appli-
cation benchmark, they outlined a benchmark that has
configurable streaming modes for real-time or historic
processing use cases. However, it lacks the ability to test
windowing, out-of-order, and reprocessing and the sup-
ported queries are limited to simple applications. Other
notable (but not exhaustive) benchmarks are SparkBench
[43], which uses real Twitter data to test the Spark
engine, RIotBench [52], a benchmark for SPE at the
edge hosting IoT applications and yahoo benchmark
[26], which was a first attempt to measure the differences
between next generation SPEs like Storm or Flink. It
simulates an advertisement analytical pipeline where
the SPE’s task is to read data provided by Kafka,
identify relevant events and store the windowed count
of the results to a Redis deployment. In summary, the
landscape of up-to-date stream processing benchmarks
that are able to cope with the rapid movement of
today’s SPEs is limited. Only some of them consider
the distribution in the exposed metrics and are able to
provide a sufficient end-to-end application benchmark
for real-word scenarios. While there have been good
proposal for this topic [33, 35, 38], there is still a
high demand for end-to-end application-level streaming
benchmarks with good tooling support.

2) streaming machine learning: In the batch-oriented
way, machine learning algorithm train a model on large
given dataset and the resulting model is used for clas-
sifications or predictions. When looking at streaming
data, machine learning algorithm cannot iterate over a
complete dataset, but must be dynamically (incremen-
tally) updated online. In general, streaming or online
machine learning covers algorithms that are distributed
and have limited historical data access to correct or
evaluate decisions made. Therefore they must be able to
work on fresh data only. This essentially means that the
model must learn a concept step by step by processing
labeled training examples one after the other [62].

In addition, there are a number of requirements and
challenges for streaming learning. In order to cope with
the data volume, calculations must be distributed and
thus need to be implemented using a distributed stream
processing system which comes with its own complex-
ity [20]. Since the processing depends on examples
generated from the continuous, non-stationary flow of
data, the model must be adaptable to overcome potential
conceptual drifts [62].
Once the above problems have been solved, an inevitable
question immediately arises. How does distributed, par-
allel machine learning work? One way to do parallel
learning is to use a parameter server [54] that allows
access to shared parameters as key/value pairs. Thereby
each training point is split into its constituting attributes
and each attribute is sent to a different processing ele-
ment [20]. Using this mechanism, a linear model trained
via gradient descent, for example, can be implemented
by storing and updating the coefficients in a distributed
store [42]. Popular frameworks that support parallel
model training are TensorFlow [29] or MXNet [25].
In the field of distributed stream processing systems,
Spark [3] and Flink [4] offer functionality for machine
learning algorithms and distributed learning. Spark with
its Spark MLLib provides a rich set of batch-oriented
machine learning algorithms, but has a limited number
of algorithms that take streaming data into account.
However Spark has support for several parameter server
implementations. A parameter server with recent activity
is Angel [36, 37] that has support for linear regression,
support-vector-machines and more. In contrast to Spark,
Flinks MMLib is less extensive, but also supports model-
parallel machine learning with its own implementation
of a parameter server. Although there is a adequate
support for machine learning, SPE are not specifically
tailored towards parallel and scalable incremental model
training and inference on event streams [48]. Thus this
area of research need more investment. Despite using
pure online training approaches, combining batch and
online training is also a valuable approach in practice by
training a model on precompiled data sets and applying
prediction to live data online [20].

3) performance optimization: In the past there have been
attempts to summarize issues related to performance
[34] optimization in the field of stream processing. Due
to special use cases and tuning needs, their is still a
fair investment in optimizing various aspects of large-
scale DSPE deployments. There is a suit of recent
papers [57, 61, 68] addressing things like scheduling
or processing algorithms, while others evaluate the per-
formance impact of processing guarantees across SPE
[11]. In addition, with the increasing number of low-
level tuning options and complex streaming operations
such as advanced windowing, it is necessary to improve
usability, transparency and debugging to cope with the
growing complexity.



4) streaming graph processing: With real-world graphs
such as a social media graph of Twitter interactions
ranging the size of millions to even billions of nodes
and edges, there is still an interest in handling massive
streaming graph deployments [49]. The main areas of
focus are concerned with implementing and improving
graph streaming algorithms, efficient graph partitioning
(process of dividing a graph into a predefined number
of subgraphs for distributed computing) and streaming
graph processing on linked data like RDF stream pro-
cessing [27].

V. CONCLUSION

In this paper, we have looked at the state of the art
of distributed stream processing engines by analyzing their
architectures, state handling and processing guarantees.

Before that, we devoted the first chapter to the differences
between batch and stream processing and the challenges of
processing events at-motion, which resulted in the develop-
ment of two widely used architectures. While the Lambda
Architecture was designed to compensate for the approxi-
mate results of streaming layers by effectively running the
calculation logic twice, the next generation DSPE features
high performance and throughput characteristics as well as
strong processing guarantees for stateful workloads. This led
to the idea of the Kappa Architecture which treats streaming
as a first-class citizen and uses systems like Kafka to have a
reliable, scalable and most importantly repeatable streaming
data source. Although Lambda and Kappa Architecture had
their moments in the early days of immature DSPEs, the
distinction between them will fade as DSPEs become more
advanced and powerful. Projects like Apache BEAM continue
to support this development.

After glancing over the basics, we focused on the analysis
of current SPEs. In general, these systems can be divided into
two types. Systems like Apache Spark and Apache Trident
use the micro-batch model, trading latency for throughput. In
contrast, Apache Storm, Apache Heron, Apache Samza and
Apache Flink use the continuous operator model that uses
an operator graph of long-running tasks and process events
on-at-a-time. In order to achieve fault-tolerant execution, the
above systems use a variety of mechanisms that are directly
related to their processing guarantees. While Storm/Heron
achieve at-least-once through per-record acknowledgement
and fault-tolerance by synchronously backing up processing
state to an external key-value store, Spark Streaming is able
to provide exactly-once semantics based on the discretized
streams and RDD abstraction in combination with barrier
synchronization to checkpoint expensive calculations.

Samza embraces the idea of local state and continuously
checkpoints the state differences into a changelog instead
of communicating with a remote storage system. Flink
also provides exactly-once by using local state and global
asynchronous snapshotting to be able to recover processing
on failures. This pushes the complexity outside the system,
relying on high-performance key-value stores and optimized

network infrastructure. Consequently using this approach for
recovering is expensive, because the state for all operators
must be reset, resuming computation to the last known
checkpoint.

Lastly, we have shown that despite the fast evolving land-
scape of DSPE, there are still open challenges. In particular
benchmarking and performance evaluation is a ubiquitous
problem to make the different DSPE comparably and help
in the decision making process. Existing benchmark suits
are either not directly designed towards streaming analysis,
offer limited queries and metrics or do not adequately reflect
real use cases. Moreover, we briefly discussed the area of
distributed machine learning in combination with DSPEs using
a distributed parameter server and identified some areas of
research in the field of stream graph processing.

VI. FURTHER WORK AND PERSONAL OUTLOOK

The goal of this paper was to lay out the current state of
the art for distributed stream processing engines. I got a good
overview of the underlying procedures and trade-offs that led
to the individual design decisions. Nonetheless it is inevitable
for my further journey to develop practical knowledge in
stream processing by understanding the operations done on
streams [60] and to actually use a DSPE in a production-like
scenario. In addition, the research made clear that the topic
requires deeper knowledge of the way these system are built
to give a sophisticated opinion.

During the base project I would like build a stream
processing architecture using a subset of the presented SPE
in cooperation with the HAW Big Data Lab and further
evaluate the benchmarking and streaming machine learning
applications, for which Benczúr et al. provided a good starting
point. I am also open for the streaming graph processing area,
but this field will require more knowledge in the currently
used algorithms and techniques for handling large-scale
streaming graphs.

Ideally, the basic project leads to a specialization on one of
the selected topics and results in the concrete research question
for my master thesis.
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