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#### Abstract

Accurate measurement of human joint angles is critical in biomechanics, impacting fields like sports science and rehabilitation. This thesis introduces a calibration method for joint angle measurement with inertial motion capture system using Particle Filter methods, aiming to enhance real-time angle measurement accuracy.

The methodology employs Sequential Importance Sampling to determine flexion/extension axes of the knee joint using two Inertial Measurement Units (IMUs). The best estimate of the knee joint is then used to measure knee flexion/extension angle. Results demonstrate a remarkable roughly $4^{\circ}$ RMSE compared to optical capture, with the algorithm proving stable across varied sensor placements and exercises.

Contributions include extending research to dynamic exercises and introducing a realtime knee axis tracking algorithm adaptable to perturbations. Practical implications for recognizing activity and monitoring Range of Motion in knee rotations are highlighted. The study sets the groundwork for future research in enhancing robustness and applicability in diverse biomechanical scenarios.
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## 1 Introduction

by Nataliya Didukh, Ihor Zhvanko

In biomechanics, achieving accurate measurements of human joint angles is important for a diverse range of applications. Various studies [62, 39, 28, 29, 30], define a joint angle by the single, two or three dimensional Euler angle(s) between two adjacent bones connected by a joint. The dimensionality of the angle corresponds to the degree of freedom (DoF) of the joint. The human body exhibits single DoF joints (such as hinge and pivot joints, e.g., elbow, knee, neck), two DoF joints (including condyloid and saddle joints, e.g., thumb, wrist), and three DoF joints (like ball-and-socket joints, e.g., hip joint).

Accurate measurement of these angles is crucial not only for understanding biomechanical movements but also for informing fields such as sports science, rehabilitation, and ergonomics. These measurements provide valuable insights into the mechanics of human motion, facilitating the development of effective interventions, training programs, and ergonomic solutions. For example in [58, 59], the joint angle helps to increase substantially the performance of a functional electrostimulation (FES) of paralyzed muscles to regain functional movements. Moreover, the human joint kinematics is relatively complicated to assess directly, therefore different methods are used to simplify and represent the complex movements of human body called modeling techniques. The modeling technique that represents the joint kinematics through linked-rigid bodies connected by joints with varying DoF is actively employed in numerous studies [24, 37, 66, 64].

Since the Euler angle(s) by definition are successive planar rotation angles around x , y , and z axes of the coordinate system (also referred to as reference frame), a bodyfixed joint coordinate system (JCS) is required for consistency in reporting the joint angles. Grood and Suntay [24] proposed first JCS for a knee joint in 1983. Following the similar approach, the International Society of Biomechanics (ISB) defined JCS for almost the entire body [63, 62] specifying the reference axes of JCS's characterized by palpable or identifiable anatomical landmarks. The axes identified via anatomical
landmarks are generally referred to as anatomical axes [53]. The ISB guidelines prompted researchers $[45,56,53]$ to apply prospectively these definitions to report the joint motions in clinically relevant terms.

As these guidelines hardly depend on the positioning of anatomical landmarks, optical capture systems prove to be well-suited for recording kinematic data within a laboratory setting. Yet, assessing and recognizing daily physical activities typically entail challenges outside conventional laboratory settings [23, 52], unless the subject resides within a laboratory environment, a circumstance that usually requires an additional effort. Considering this, inertial motion capture systems are currently being utilized to evaluate human activity beyond the laboratory environment [10, 19]. The (magnetic) inertial measurement unit ([M]IMU) lacks the capability to measure spatial position accurately. Unfortunately, this limitation hinders the precise estimation of anatomical axes and, consequently, the establishment of a JCS as described in the ISB guidelines for capturing joint angle(s). Noteworthy is that, an IMU equipped with a magnetometer, can effectively measure parameters such as linear acceleration, angular velocity and orientation, offering valuable data distinct from spatial position measurements. Furthermore, under specific conditions, a set of (M)IMUs enables the derivation of a joint's rotational axis and the center of rotation(CoR) [16], which may be used as counterparts in inertial capture for anatomical axes in an optical capture system. In a recent study [65], the disputable association between the knee rotational axis (FEA - also referred to as a knee functional axis), and two major anatomical axes (i.e. the transepicondylar axis [TEA] and the cylinder axis $[\mathrm{CA}])$ was investigated. The authors concluded that both anatomical axes deviate from the functional axis in terms of angular displacement, while the CA is the closest axis to the FEA and can serve as an anatomical surrogate for the functional knee axis. Considering that, the data acquired via optical motion capture is not directly translatable to inertial motion capture systems even though the former is normally used as a gold standard.

In the literature, (M)IMUs capture researchers' attention as an available and cheap alternative to complex motion capture systems [8]. Still, inertial motion capture systems have some limitations such as a reduced accuracy due to acceleration and magnetic disturbances, arbitrary sensor orientations relative to actual physical orientations, and sensor alignment with any anatomical frame outlined in ISB guidelines (anatomical calibration). Anatomical calibration normally requires a strict protocol and is performed prior to any angle measurements. The aim of this thesis is, therefore, to develop an improved method for conducting anatomical calibration concurrently with real-time angle measurement without imposing any sensor alignment constraints or necessitating a strict
calibration protocol. Ultimately, the accuracy of the presented method was assessed by comparing the estimated joint angle to the optical capture system under various static and dynamic conditions.

This thesis is structured into five chapters. After the introduction, Chapter 2 conducts a comprehensive literature review and introduces the problem statement. Chapter 3 outlines the methodology employed to address the problem, encompassing the mathematical foundation and a probabilistic algorithm. In Chapter 4, participants, experiments, and results are thoroughly detailed. Finally, Chapter 5 delves into a discussion of the results, highlights noteworthy findings, concludes the thesis, and proposes directions for future research.

## 2 Analysis

### 2.1 Motion Capture in Human Kinematics Analysis

by Nataliya Didukh

Richard Backer [4] emphasizes that rehabilitation belongs to a clinical discipline in which clinical tests and research are conducted to assess the severity of abnormality, make a treatment decision, determine prognosis, and possibly avoid intervention. In this respect, the quantification of human joint kinematics plays a substantial role in clinical movement analysis for a purpose of rehabilitation, diagnosis of lower-/upper-limb diseases, and monitoring the patient in neuromuscular conditions (e.g., Cerebral palsy, Parkinson's disease).

Besides the movement analysis, the assessment of lower-/upper-limb kinematics went beyond the laboratory and is utilized for performance optimization and injury prevention in sports. In cycling, the change in a knee flexion/extension angle has a clear correlation with anaerobic mean power output and helps to identify the potential drop in performance. Concomitantly, the excessive deviations of the knee flexion/extension angle due to erroneous saddle height soar the traumatic risk [10]. In skiing, mobility assessment of the lower extremities is essential for the same reasons [19], especially outside the laboratory in a harsh environment and at elevated speed.

In human robotics [27] for example, the human kinematics assessment contributes to the exoskeleton's awareness of human kinestate [14] and thus results in smart and accurate assistive and/or rehabilitative action during physical human-robot interaction scenarios.

Although the discussion on reasons behind human kinematics, human joint kinematics has a descriptive nature, and it requires the choice of meaningful biomechanical measures. According to evidence-based clinical practice [1], each biomechanical measure can be validated, which ultimately implies the repeatability and accuracy of the measure.


Figure 2.1: Optical capture system and human model.

Various systems were developed and actively adopted for measuring human body kinematics and dynamics. To assess the human joint angle, particularly non-invasive technologies such as goniometers, inertial, and optical motion capture systems attract researchers' attention.

### 2.1.1 Marker-based Optical Motion Capture

The typical marker-based optical capture (stereophotogrammetry) relies on a set of markers (e.g., retrospective) generally attached to anatomical landmarks on body segments. These markers' instantaneous positions, orientation, and trajectories are tracked by one [40] or several [6] high-quality infrared cameras (see Figure 2.1a). Optical capture is capable of reconstructing the skeletal system and, when combined with accurate morphological information (e.g., the location of anatomical landmarks), facilitates advanced kinematic analysis [6]. Having the reconstructed skeletal system, the data allows to calculate joint angles. However, assessing kinematics with marker-based optical capture involves controlled laboratory settings, trained staff, and costly facilities, limiting its application for daily life activities.

### 2.1.2 Marker-less Optical Motion Capture

To avoid the inconvenience of wearing obtrusive on-body markers, marker-less optical capture is designed to track the subject using one or multiple depth cameras (e.g., Kinect sensors) [68]. The detection and tracking process require a human model that imposes
 goniometer, exoskeleton, and IMUs utilizing a human model.
constraints on the 3D appearance of the human (see Figure 2.1b). The human model typically employs a kinematic tree model consisting of joints and body parts with an origin in the pelvis, and an extended cylinder model for the body shape. However, markerless systems include expensive depth sensors (e.g., time-of-flight cameras, structuredlight systems) that have a limited measurement volume. Additionally, monocular setups are prone to occlusions, although the multi-view approach may mitigate this problem at an additional computational cost.

Optical motion capture has proven to be the gold standard [48] in dynamic motion analysis, achieving high resolution and sub-millimeter accuracy with proper calibration. Nevertheless, a common source of error during application is the inaccurate identification of anatomical landmarks (e.g., medial and lateral epicondyle for the knee), which usually requires palpation performed by a specialist. Despite its remarkable accuracy, optical capture, due to its constrained tracking volume and expensive laboratory setup, is not practical for assessing human kinematics in daily living. Monitoring and tracking human kinematics in everyday life is essential, for example, to reveal crucial information that is missed when measuring motor symptom severity with traditional in-lab methods, as indicated by a recent study on Parkinson's disorder [23].

### 2.1.3 Goniometer Motion Capture

The introduction of lightweight exoskeletons (see Figure 2.2b) and flexible goniometers (see Figure 2.2a) facilitates the quantification of human kinematics in unconstrained environments. Exoskeletons usually build out of metal or plastic bars and are generally linked with potentiometers, goniometers, or rotational encoders at the joints. Rigidly attached to the body, the exoskeleton moves with the object, which supports the movements, reducing the traumatic risk, and provides feedback on human kinematics [61]. Nevertheless, the mechanical attachments affect the range of motion of the human joints which remains a significant drawback for a wide range of applications. In contrast, the flexible goniometers improve wearability and has reduced interference with natural human movements. However, both wearable systems still suffer from cumbersome setup procedures and misalignment of mechanical rotational axis with anatomical axes.

### 2.1.4 (Magnetic) Intertial Motion Capture

Magnetic and inertial motion capture has gained significant interest in the field of biomechanics [48], owing to technological advancements in microelectromechanical systems (MEMS) that have led to subsequent miniaturization, optimization of power consumption, and integration with wireless technologies. One or multiple inertial measurement units (IMUs) are attached to body segments, combining a 3 -axis gyroscope and accelerometer to measure angular velocity and linear acceleration along three orthogonal axes (the technical coordinate system), respectively. Moreover, many studies incorporate devices so-called (M)IMUs with a 3 -axis magnetometer measuring the local magnetic field.

The orientation of the sensor's technical frame with respect to a global reference frame is typically estimated using fusion algorithms such as the Kalman filter or complementary filter [46]. Subsequently, the sensor unit enables tracking and analysis of acceleration, rotational movements, and orientation of body segments. In contrast to marker-based optical motion capture, inertial capture imposes no specific requirements for the placement of (M)IMUs on body segments. However, Niswarder et al. [41] have confirmed variations in bias and root-mean-square error (RMSE) values depending on the sensor attachment.

Due to their low cost, good wearability [35], unrestricted measurement volume (e.g., outdoors), and real-time operation, (M)IMUs are predominantly applied in fall detection systems (FDS) [42], human-machine interface (HMI) [27], human activity recognition


Figure 2.3: Technical and Global Reference Frames.
(HAR) [5], human locomotion analysis [47], human posture tracking [3], and sports science [10]. Unlike all the aforementioned approaches, inertial capture requires a more straightforward setup procedure and has minimal interference with natural human movement.

The estimation accuracy is a critical issue that hinders widespread application. In addition, the soft-tissue and muscle movement artifacts are also unavoidable. In this regard, optical motion capture has developed several analytical models [22] to compensate soft-tissue artifacts.

### 2.2 Orientation Estimation of M/IMU

## by Ihor Zhvanko

The human joint angle estimation follows normally the standard procedure that includes several steps that are described in detail in the next sections. After the segment-tosensor calibration (see Section 2.5) is accomplished, the angle measurement relies on the orientation of (M)IMU technical frames relative to a common reference frame. The orientation error of IMU relative to a common reference frame is one of the common error sources which affects human joint angle measurements [18].

In multiple studies [49, 20, 67], researchers utilize the Earth frame (see Figure 2.3b), also referred to as the absolute orientation, to track the orientation of adjacent body segments. The noisy but drift-free absolute orientation can be derived from a three-axis
accelerometer and magnetometer by measuring the gravitational force and magnetic field of the Earth (also referred to as heading, azimuth, or North), respectively.

However, the accelerometer senses linear acceleration of the object in addition to gravity, and the magnetometer is susceptible to magnetic inhomogeneities. Therefore, dynamic conditions and magnetic distortions inhibit reliable orientation tracking. Additionally, typical human motion is unlikely to stay in dynamic conditions for an extended period, while the environment remains magnetically inhomogeneous. Thus, compound acceleration is believed to be a less severe issue than magnetic distortion [32].

To address the issue in dynamic conditions, the gyroscope is leveraged to obtain orientation by integrating angular velocity along three measurement axes. However, the noise and intrinsic bias of the gyroscope can only provide reliable orientation for a limited period (e.g., up to two minutes for skiing [19]) due to low-frequency integration drift. Being highly condition-dependent, orientation is normally estimated by different sensor fusion algorithms that leverage acceleration, gyroscope, and magnetometer measurements [31, 32, 55].

In the context of joint angle measurements, where one or more (M)IMUs are attached to body segments, the kinematics of the human joints can be utilized to eliminate the need for a magnetometer. Furthermore, magnetic inhomogeneities and dynamic conditions have the same impact on two or more sensors when they are in close proximity, which is typically leveraged in joint angle measurement.

To effectively fuse the sensor data from an accelerometer, magnetometer, and gyroscope for orientation tracking relative to the Earth frame, a variety of fusion algorithms were developed among which were complementary filter and Kalman filter [32].

A complementary filter is a simple approach often applied in the flight control industry [44] to fuse at least two sources where one has a high-frequency noise (noisy but without drift) and another a low-frequency noise (noiseless but with drift). The basic structure of the complementary filter is shown in Figure 2.4 where two noisy signals pass through lowpass $G(s)$ and high-pass ( $1-G(s)$ ) (referred to as complement) filters. In practice, the complementary filter is found in the following form:

$$
\text { angle }(t)=(1-\alpha) \cdot(\operatorname{angle}(t-1)+\text { gyroscope } \cdot d t)+\alpha \cdot \text { accelerometer } .
$$

The coefficient alpha acts here as a parameter to low- and high-pass filters. Owing to its straightforward structure Complementary Filter (CF)-based techniques have the


Figure 2.4: Schematic block diagram illustrating the Complementary Filter for sensor fusion in orientation estimation.
advantage of being computationally efficient. However, acting purely in the frequency domain, the filter does not consider any statistical description of noise e.g., Gaussian Noise, White Noise, etc.

### 2.3 Joint Angle Measurement

## by Ihor Zhvanko

Assuming the alignment of a sensor's technical frame to the anatomical frame is determined, the precise and correct way to measure and track joint angles needs to be implemented. Cheng et al. [8] identify four different methods to measure joint angles with (M)IMUs. All four methods rely on rigid-body kinematics to estimate joint angles. Although the authors consider joint angle measurement in the context of robotics as an alternative to magnetic/optical rotary encoders, these methods are actively used in measuring human joint angles on non-rigid human bodies. Since rigid-body kinematics is only an approximation to the human body, angle estimates may deviate due to soft-tissue artifacts. In this section, the methods are described in the context of measuring human joint angles.

### 2.3.1 Common Mode Rejection

The common-mode-rejection (CMR) method originates from electronics whose idea is to eliminate measured common noise or offset through the signals' difference [8]. The algorithm employs two (M)IMU mounted on adjacent body segments and attached to
arbitrary distance from the joint center. In this case, both sensors measure the same acceleration and magnetic vectors under quasi-static rotational conditions (segments are not rotating around the joint center). Both sensors are in close vicinity, which suggests the same magnetic distortion. In addition, both IMUs sense identically the body's linear acceleration and gravity, which lets assume the same acceleration offset.


Figure 2.5: Normally, the joint angle measurement setup looks schematically the following way when employing the CMR method. The algorithm usually ingests the (M)IMU measurements to estimate the rotation axis/plane (see Section 2.5) and orientation (see Section 2.2). The arbitrary vector $a(t)$ is usually chosen once at the beginning. Once the projection onto the rotation plane is calculated, the vectors are transformed into a common reference frame. This transformation marked with yellow is the core principle of the CMR method.

The Earth frame estimated from both sensors in this regard must be the same. Assuming that the plane(s) of rotations in sensors' technical frames is determined through the alignment procedure, the joint angle can be derived by selecting an arbitrary vector in each sensor frame (see Figure 2.5). The vectors are projected onto the plane of rotation in the corresponding sensor frame, following which the projections are transformed into a common reference frame (Earth frame). Ultimately, the angle between the projections in a common reference frame differs by a constant from a joint angle. This constant is determined during a zero pose - the pose where the joint angle is known.

O'Donovan et al. [45] applies this method through defining common reference vectors relying onto the same assumptions the CMR method does. Favre et al. [20] use a different alignment procedure than O'Donovan et al. but the joint angle is measured
the same way using the CMR method and the zero pose. The application of the method is also found in $[49,56,50,64]$ although the most papers' purpose is alignment procedure improvements.

### 2.3.2 Common Mode Rejection with Gyroscope Integration

The algorithm as CMR includes two (M)IMU attached to adjacent body segments. O'Donovan et al. [45] emphasize that the total acceleration of the segment measured by a sensor is the sum of body linear acceleration $a_{L}$, body rotational movement $a_{r G}$, gravity $g$ and local rotational movements $a_{r L}$ of the segment.

$$
\begin{equation*}
a(t)=a_{L}+a_{r G}+a_{r L}+g \tag{2.1}
\end{equation*}
$$

Both sensors, according to CMR assumptions, experience the same linear, global rotational, and Earth acceleration. However, due to the local rotational movements of the body segment, the CMR method degrades substantially.


Figure 2.6: CMR with gyroscope integration (GI).

At this point, a distinction is made between local quasi-static and dynamic rotational conditions. Under the first conditions, the acceleration induced by local rotations is negligible or equal to zero, and the CMR method is applied. Once local rotations are detected, the angle measurements are solely based on gyroscope integration, hence the method is named CMR with gyroscope integration (see Figure 2.6).

The GI method utilizes the axis of rotation and angular velocity to estimate the change in joint angle. When used independently, without CMR, it necessitates a zero pose to estimate the angle (see Figure 2.7). The numerical integration in this method also presents the typical challenge of reduced accuracy over time, primarily due to the offset drift and noise in the gyroscope's output.


Figure 2.7: The GI method ingests gyroscope measurements, and calculates dot product with a joint axis (see Section 2.5). The angle change is added up to the last known value.

In addition, the significant issue involved in the CMRGI method is that the threshold value must be set to distinguish between static and dynamic situations. In general, this is usually heuristically performed and may prove troublesome. Different papers define this threshold value in different ways:

- Williamson et al. [60] set a threshold on the variance of measured acceleration;
- Ohtaki et al. [43] set thresholds on both the variance and the frequency of the measured acceleration;
- Mayagoitia et al. [37] did not mention this threshold setting at all;
- Dejnabadi et al. [13] set a threshold value on the magnitude difference between the measured acceleration and the gravity;
- O'Donovan et al. [45] set a threshold on the accelerometer and gyroscope as well.


### 2.3.3 Common Mode Rejection with Gyroscope Differentiation

The method, like the previous ones, utilizes the same hardware setup. Dejnabadi et al. [12] proposed an algorithm based on gyroscope differentiation, hence the name CMRGD. The underlying idea is to estimate local rotational acceleration (see Equation 2.1) by incorporating the vector from a sensor to the joint center, denoted as $\vec{r}$, and gyroscope measurements, avoiding the need for gyroscope integration. The total local rotational acceleration is the vector sum of tangential and centripetal accelerations:

$$
a_{r L}(t)=a_{T}+a_{C}=\dot{g}(t) M(-\pi / 2) \cdot \vec{r}-g^{2}(t) \cdot \vec{r} .
$$



Figure 2.8: The GD method ingests gyroscope measurements along with the vector from a sensor to joint center, and estimates local rotational acceleration. The induced locally acceleration is then deducted from measured acceleration to build a common reference frame.

The local rotational acceleration is deducted from the measured sensor acceleration to apply CMR method (see Figure 2.8). The first challenge in this approach is to measure the vector $\vec{r}$. In [12], the authors use camera, pre-defined static postures and geometry to estimate this vector. Apparently, the approach to measure the vector is not precise and becomes additional error source in joint angle measurement.

Moreover, the numerical differentiation $\dot{g}(t)$ in this method gives the typical problem of a noisy result for angular acceleration. However, it does not have the error accumulation problem as is the case in the CMRGI method with numerical integration, so although much noisier, its calculation error is bounded over time. Utlimately, since the CMRGD method does not have any threshold value to set, it is more straightforward to implement than the CMRGI method.

### 2.3.4 Distributed Common Mode Rejection

This method, reported in [59], requires two (M)IMUs on each segment to assess the joint angle. The term distributed CMR is coined from the approach where acceleration is measured at two positions on the body segment. The method relies solely on the relative position vector between the two sensors.

In this thesis, the setup includes only a single sensor for each segment, hence the DCMR method is mentioned only for completeness without getting into detail. For more details see [8].

### 2.4 Sensor-to-segment calibration

by Nataliya Didukh

The sensor's technical frame is the coordinate system used by the sensor to measure and report data, defining its axes and orientation. The sensor's technical frame is not aligned with neither the meaningful anatomical nor functional axis of a joint or bone segment. Although, the relative orientation between the sensors' and segments' frames serves as a prerequisite for assessing human kinematics in particular joint angle measurement. In the literature, the process of aligning two frames is referred to as sensor-to-segment (S2S) calibration [48]. Researchers normally examine the performance of the S2S calibration methods on the lower-body segments [48][46], although algorithms are fundamentally not constrained to either upper- or lower segments.

Optoelectronic systems utilize precise position and linear trajectory tracking to capture the locations of anatomical landmarks. Once the positions of these palpable body landmarks are obtained, researchers infer the body-fixed JCS following ISB recommendations. Unfortunately, (M)IMUs provide only the sensor's orientation, which precludes the direct application of these recommendations. Nevertheless, under several assumptions, (M)IMU measurements generally allow the determination of functional joint axes in most cases.

The choice of a methodology for S2S involves considering various criteria, including accuracy, repeatability, and usability. Accuracy and repeatability are often assessed by comparing with a reference segment axis, but their importance may vary depending on the application, joint, or movement plane. Studies may prioritize joint range of motion, kinematic patterns, or repeatability based on specific objectives, such as evaluating postsurgery rehabilitation or analyzing joint coordination in sports activities. Usability considerations include the characteristics of the analyzed population, such as physical limitations, which may impact the appropriateness of certain approaches. Additionally, factors like the time available for calibration, influenced by subject fatigue or availability, play a crucial role in method selection.

### 2.4.1 Static Calibration

Typically, static calibration involves a set of predefined static postures (see Figure 2.9). Each posture, during the calibration procedure, helps identify at least one segment axis.

For example, Favre et al. [20] adopt a standing posture to align thigh and lower leg frames with a gravity vector measured by accelerometers.


Figure 2.9: Static Postures used in Static Calibration [67].
However, it is important to note that, both in calibration postures and calibration motions, the accuracy is limited by the precision with which the subject can perform the postures or motions.

### 2.4.2 Functional Calibration

Functional calibration takes advantage of the so-called pure rotations [20]. Since a pure rotation, by definition, occurs in one plane, the gyroscope measures the angular velocity perpendicular to this plane. The derived vector from gyroscope measurements is assumed to be parallel to a segment's functional axis.

For example, O'Donovan et al. [45] describes a two-phase functional calibration procedure for lower limb analysis. The authors estimate the anatomical axes of ankle employing two body segment rotations around: the longitudial axis of lower leg and the knee flexion axis. In contrast, Favre et al. [20] ask examiner to perform rotations of a lower leg since the subject may struggle to maintain correct pose and accurately perform a whole-body rotations. Cutty et al. [11][21] went further and developed the Outwalk protocol for (M)IMU functional calibration. Although the protocol is the most complete


Figure 2.10: Pure rotations used in Functional Calibration [45].
in terms of segments involved, precisely described and easy to perform, the sensors in the procedure require the precise placement. The slight sensors' position deviation cause the a degradation of experimental data.

However, it is important to note that, both in calibration postures and calibration motions, the accuracy is limited by the precision with which the subject can perform the postures or motions.

### 2.4.3 Anatomical Calibration

Inherently, the most accurate method to achieve S2S calibration for (M)IMUs is described by Picerno [49]. In short, an IMU and an optical marker (referred to as the calibration device) are attached together onto a body segment (see Figure 2.11). The orientation of a sensor's technical frame relative to the calibration device is known. Consequently, the orientation of the JCS relative to the sensor's technical frame can be deduced from the calibration device orientation.

The anatomical calibration relies on external palpable anatomic landmarks. Normally, the expert identifies the anatomical landmarks' location through manual palpation. The procedure is time consuming in comparison to other methods [49].


Figure 2.11: Optical markers [49].

### 2.4.4 Manual Calibration

The manual calibration implies that the (M)IMU's technical frame is perfectly aligned with the anatomical frame. Normally, the trained staff aligns manually the sensors with a meaningful segment axes [12].

### 2.4.5 Constraint Calibration

In the literature, some authors [50, 28, 64] use an alternative approach to align a sensor's technical frame with functional axes. The main idea is to exploit kinematic constraints to automatically build the alignment, avoiding any pre-defined calibration procedure. In this thesis, this approach is referred to as 'constraint calibration.'

Young [66] applies body model constraints to improve the accuracy of inertial motion capture. The author leverages joint kinematic constraints and gyroscope measurements to correct accelerometer-based orientation. The study demonstrates how considering kinematic restrictions enhances orientation tracking for motion reconstruction. Similar applications of kinematic constraints for orientation correction are found in [29, 30, 31].

Seel et al.[51] introduce a novel method for calibration exploiting kinematic constraints. The authors adopt kinematic constraints for 3-DoF joints (spheroidal joints) and 1-DoF joints (hinge joints) to align (M)IMUs' technical frames and body frames. The hinge joint is assumed to approximate a knee joint, and the spheroidal joint approximates an ankle joint. In another study [50], Seel et al. recall the same alignment procedure and apply it to joint angle measurements using two different approaches, with and without
a magnetometer. Müller et al. [39, 28] follow a similar approach to extend Seel's work and build a kinematic constraint for a 2 -DoF joint (elbow joint). Chen et al. [7] describe kinematic constraints for a 2-DoF joint (hip joint) and a 1-DoF joint (knee joint) to estimate angles in lower-limb segments. Additionally, the authors in [39, 7] rely on a zero pose to define a baseline for angle measurement, as mentioned before, the pose by which the joint angle is known.

The calibration procedure based on kinematic constraints for 3-DoF joints is actively researched. As mentioned above, Seel et al. [51] introduced a constraint for 3-DoF. However, the constraint does not include anatomical axes that can be later found using optimization algorithms. Yi et al. [64] proposed a universal kinematic constraint for 3DoF joints, decoupling the rotation into three successive rotations around three anatomical axes. The problem is broken into three optimization sub-problems that ultimately solve the alignment problem.

### 2.5 Problem Statement

by Nataliya Didukh, Ihor Zhvanko

The problem at hand involves measuring human joint angles using affordable and readily available inertial measurement units (IMUs).

The background of the issue is highlighted in Section 2.5, where it is explained that integrating sensors into clothing results in arbitrary sensor-to-segment orientation. Consequently, specific assumptions about sensor placement cannot be made. Recent works, as detailed in Section, have attempted to deduce the sensor-to-segment orientation from predefined calibration postures and motions. However, the precision of the calibration is limited by the subject's adherence to the protocol, as discussed in Section . Therefore, there is a need for further research and new methods to establish a sensor-to-segment orientation without relying on a strict calibration protocol.

The relevance of the problem lies in the application of Human Activity Recognition (HAR), which has found uses in user-machine interface, athletic performance analysis, rehabilitation, and patient monitoring for detecting abnormal activities (see Section 2.1). As elaborated in Section 2.1, IMUs play a crucial role in human joint angle measurement for HAR, particularly in clinical gait assessment. The literature review underscores the attractiveness of IMUs for HAR applications due to their cost-effectiveness, unobtrusiveness,
and portability. However, a primary challenge remains in selecting the features to extract, dependent on the application domain. Human joint angles, obtained from pairs of IMUs fixed at adjustment segments, serve as a valuable feature for reconstructing and analyzing human posture in specific domains. Addressing this challenge involves developing a probabilistic method to calibrate IMUs for joint angle measurement.

With that in mind, and emphasizing the objectives while expanding on the analysis, this thesis aims to pioneer an enhanced calibration method for real-time angle measurement. This method is designed to operate seamlessly in real-time without imposing stringent calibration protocols or alignment requirements.

## 3 Method

This thesis proposes a sensor calibration method to determine a flexion/extension axis for measuring human joint angles. In this method, two sensors are attached to corresponding adjacent body segments connected by a knee joint. Kinematic constraints for a hinge joint, introduced in studies [50, 7], are incorporated to formulate an optimization problem for finding a knee functional axis. Examining various methods used to solve the problem, such as least squares [50] and gradient descent [7], this work explores a probabilistic algorithm known as Sequential Importance Sampling (SIS) [2].

This approach enables the extraction of a major rotation axis of a knee joint from two IMUs based solely on gyroscope data, without relying on strap-down integration. The algorithm proves robust against high-frequency noise and vibrations. Its design is grounded in particle filter facilities to iteratively optimize the function as soon as new gyroscope measurements become available. Unlike methods such as [50], our approach doesn't necessitate pre-recorded measurements with so-called rich movements [50].

Ultimately, the human joint angle is measured simultaneously with the estimation of the functional axis by the CMRGI algorithm mentioned in Section 2.3, where the best-known estimate of the axis is utilized.

As highlighted in the literature review (refer to Section 2.5), obtaining sensor-to-segment mapping commonly involves pre-defined poses and/or movements, manual alignment of sensors, or the utilization of information from an optical capture system. However, static poses and manual alignment methods prove unreliable, as the calibration accuracy depends on the precision with which a subject can follow a given procedure.

In contrast, optical capture is recognized as a gold standard [48] in angle measurement, offering more precise determination of the anatomical axis. Functional calibration, involving pre-defined movements, is considered a trade-off between the aforementioned methods when appropriately designed. Typically, functional calibration includes movements requiring a joint to rotate in one plane. Since a rotation occurs in a single plane, a
gyroscope should capture the angular velocity perpendicular to the plane of rotation. The measured vectors are then averaged to define the functional axis of the joint.

Exploiting the inherent single Degree of Freedom (DoF) nature of the hinge joint, which rotates exclusively in one plane, is a key aspect addressed in this thesis and expressed in terms of a kinematic constraint. It is noteworthy that, as a single DoF joint, the knee joint is a simplified anatomical model according to [24]. Moreover, in this thesis, soft-tissue artifacts are anticipated and integrated into the model as uncertainties.

Determining the functional axis of a knee joint formulated as an optimization problem facilitates finding the axis without any sensor-to-segment attachment requirements. In conclusion, the method in this thesis relies on the following assumptions:

- Arbitrary sensor-to-segment orientation;
- Arbitrary distance from joint center to a sensor;
- Any strict protocol is not required to estimate sensor-to-segment orientation of sensors;
- Sensor-to-segment calibration is not required before joint angle measurement;
- Uncertainties due to skin and muscle motion effects (soft-tissue artifacts) are acceptable;
- Sensors are recalibrated automatically after slight sensor displacement.


### 3.1 Equipment and Setup

## by Nataliya Didukh

The setup to validate the proposed algorithm incorporates two devices attached to the upper and lower leg connected by a knee joint of a subject. Each device is equipped with an analog gyroscope, accelerometer, and magnetometer with the capability to adjust the effective measurement range and sample rate.

Alongside each (M)IMU is a 6 -DOF optical marker securely attached to the device (see Figure 3.1). The optical markers measuring the absolute orientation are part of the optoelectronic system, consisting of 8 cameras operating at a sampling frequency of 60 Hz .


Figure 3.1: The schematic setup of the angle measurement and validation systems. The validation system ingesting the markers data samples estimates the ground truth. Shortly below, the angle measurement system taking the (M)IMUs data samples produces the joint angle that is compared with a ground truth. Utimately, the error allows to assess the joint angle measurement performance.

### 3.1.1 Participants Information

By forming a cohesive and relevant participant group, specific inclusion and exclusion criteria were employed. Participants were required to be between 18 and 60 years old, possess no history of knee injuries within the last year, and have at least a basic level of fitness to perform the exercises. Individuals with any medical conditions affecting mobility were excluded from participation.

This research did not recruit participants using any particular method or at specific locations. Interested individuals who met the established requirements were invited to participate in the study. Each participant gave informed consent before being involved in the study.

Four individuals who met the criteria willingly participated in the study. The sample size was chosen considering robust data collection, time constraints, efforts, and practical considerations, yet allowing for a comprehensive exploration of the algorithm's performance across the diverse range of participants in the study.


Figure 3.2: Gait experiment.

The age of the participant group ranged between 25 and 45 , with a balanced representation of both genders. Detailed demographic information is presented in Table 3.1. All participants were in good health and had the necessary physical condition for the study, with none reporting any current or recent knee injuries.

| Participant ID | Age Range | Gender |
| :---: | :---: | :---: |
| 001 | $25-30$ | Female |
| 002 | $35-40$ | Male |
| 003 | $30-35$ | Female |
| 004 | $20-30$ | Male |

Table 3.1: Demographic Profile of Participants.

### 3.1.2 Exercise Protocol

The participants engaged in a series of controlled exercises designed to comprehensively assess the performance of the angle measurement algorithm. The exercises were carefully selected to simulate real-world scenarios and elicit a natural range of motion, similar to daily activities. Additionally, before the assessment of exercises, participants underwent a brief 30 -second warm-up consisting of arbitrary joint mobilization movements without specific restrictions. In the following, an overview of the exercises is presented.

## Walking Gait

After the warm-up, participants stood in an upright and relaxed position for 30 seconds before walking to determine sensor orientation when the knee angle is fully extended (straight angle). Subsequently, participants walked along the predefined path at a comfortable pace, completing 3 gait cycles per leg. Finally, the same upright and relaxed position was maintained for the last 15 seconds.

## Squatting

Just like during the gait, following the warm-up, participants maintained the upright pose for 30 seconds. Next, the participants performed squats for 6 repetitions to assess the algorithm's accuracy in tracking knee angles under active muscle exposure, and softtissue movements.


Figure 3.3: Squats Experiment.

## Knee Extensions

After the warm-up and standing upright for 10 seconds, the participants were seated comfortably on a chair with their back straight and feet flat on the floor for 5 seconds. The knee angle was approximately 90 degrees. The exercise began with the participant keeping the upper body stationary, extending fully the right leg to straighten the knee, and then returning to the initial position. The exercise was repeated five times at a relaxed pace, allowing for the evaluation of the algorithm's accuracy during relaxed and controlled movements.


Figure 3.4: Knee Extensions Experiment.

### 3.1.3 Sensor Placement

Various sensor placement configurations on the upper and lower legs were considered. Participants used a flexible, adjustable wearable band to securely attach the sensor, ensuring relatively consistent sensor placements during dynamic exercises.

The participants wore sensors in three different configurations, as detailed below:


Figure 3.5: Passive markers and IMU sensors placement 003.

| Configuration ID | Upper Leg Mounting Point | Lower Leg Mounting Point |
| :---: | :---: | :---: |
| 001 | Away from the knee | Close to the knee |
| 002 | Close to the knee | Away from the knee |
| 003 | Away from the knee | Away from the knee |

Table 3.2: Sensor Placement Configurations.

The different configurations assess the algorithm's adaptability to variations in sensor placement and provide additional insights on algorithm performance considering different proximity from the knee joint.

### 3.1.4 Sensor Configuration

In every experiment, two MetaMotionS devices from MBIENTLAB [26] were attached to the upper and lower part of the same leg (see Figure 3.5). Each device was equipped with an analog gyroscope, accelerometer, and magnetometer with adjustable sample rate and effective range.

Each MetaMotionS was configured with the following parameters:

| Sensor Component | Sample Rate | Effective Range |
| :---: | :---: | :---: |
| Accelerometer | 100 Hz | $\pm 8 \mathrm{~g}$ |
| Gyroscope | 100 Hz | $\pm 1000 \mathrm{deg} / \mathrm{s}$ |
| Magnetometer | 25 Hz | $\pm 1300 \mathrm{\mu T}(\mathrm{z}$-axis),$\pm 2500 \mathrm{\mu T}(\mathrm{x}, \mathrm{y}$-axis $)$ |

Table 3.3: Sensor Configuration Details.

The required calibration procedure was conducted in the experimental environment for each sensor to optimize their performance and ensure accurate data collection.

### 3.1.5 Optical Capture Configuration



Figure 3.6: ART room with cameras.

In this thesis, the Advance Realtime Tracking (ART) system is utilized as ground truth. The ART system is an optical capture system known for high precision and versatility in
optical tracking. It operates on the principle of recording the positions and orientation of passive markers within a constrained tracking volume.

The ART system comprises 8 high-quality IR cameras strategically positioned around the experimental space to capture the real-time position and orientation of markers. Given the typical challenges of occlusion with on-body markers, a thoughtful arrangement of tracking cameras was implemented (see Figure 3.6). This arrangement maintains a continuous line of sight for all cameras, minimizing instances of occlusion and ensuring uninterrupted tracking of a passive marker throughout the experiment.

In each experiment, two passive spherical retro-reflective markers were positioned on both the upper and lower legs at the exact locations where the IMU sensors were attached (see Figure 3.5). These markers were enveloped with retro-reflecting foils, applying the glass spheres principle to optimize reflectivity. The hand target (a passive marker from ART) is a 6-DoF optical passive marker that provides rich data on both position and orientation.

The optical capture system operates at a frame rate of 60 Hz . This frame rate ensures high temporal resolution, capturing rapid movements with the desired precision. The configuration aligned with the experiment's requirements allowing real-time tracking while being computational efficiency.

### 3.2 Ground Truth

by Nataliya Didukh

The described algorithm captures the dynamics of knee joint rotation by tracking changes in relative orientation and deriving a stable estimate of the knee axis. The choice of a Butterworth filter and a magnitude threshold contributes to the robustness of the algorithm, ensuring accurate knee axis estimation.

### 3.2.1 Knee Axis Estimation Algorithm

The estimation of the knee axis is a critical aspect of biomechanical studies, providing insights into joint kinematics during various activities. In this section, we present a detailed methodology for obtaining a knee axis using two passive markers, $S_{a}$ and $S_{b}$,
attached to the upper and lower leg, respectively. The algorithm leverages relative orientations and their dynamics to robustly estimate the knee axis.

## Sensor Orientations

The orientation of $S_{a}$ and $S_{b}$, represented by $R_{S_{a}}$ and $R_{S_{b}}$ matrices, captures the spatial alignment of the sensors attached to the upper and lower leg. These matrices serve as the foundation for calculating the relative orientation between the two sensors.

## Relative Orientations

The relative orientation of $S_{a}$ with respect to $S_{b}\left(R_{S_{a} \rightarrow S_{b}}\right)$ and vice versa ( $R_{S_{b} \rightarrow S_{a}}$ ) is pivotal for understanding the knee joint's rotational dynamics. The equation

$$
\begin{equation*}
R_{S_{a} \rightarrow S_{b}}=R_{S_{b}} \cdot R_{S_{b}}^{-1} \tag{3.1}
\end{equation*}
$$

ensures an orientation agnostic to absolute leg positioning, focusing solely on the relative alignment of the sensors.

## Dynamics of Relative Orientation

The knee joint's 1-DoF manifests in the relative orientation undergoing rotations around a consistent axis during knee flexion and extension. This characteristic forms the basis for tracking knee joint dynamics and estimating the knee axis.

## Algorithm Steps

The algorithm unfolds in a series of steps designed to capture the nuanced dynamics of the knee joint:

- Obtain Sensor Orientations: Acquire the orientation matrices $R_{S_{a}}$ and $R_{S_{b}}$ for the upper and lower leg sensors.
- Calculate Relative Orientations: Determine $R_{S_{a} \rightarrow S_{b}}$ and $R_{S_{a} \rightarrow S_{b}}$ using the equations mentioned above 3.1.
- Calculate Relative Orientation Changes: Compute the changes in relative orientations using the difference between consecutive relative orientation matrices (same formular as in the previous step).
- Convert Changes to Rotation Vectors and Angles: Apply Rodrigues' formula to convert the changes in relative orientations to rotation vectors and angles.
- Smooth Rotation Vectors: Use a third-order Butterworth filter to smooth the rotation vectors obtained for both relative orientations.
- Filter by Magnitude: Remove negligible rotations by applying a magnitude threshold ( 0.01 ) to the smoothed rotation vectors.
- Average and Normalize Rotation Vectors: Average the rotation vectors for both relative orientations and normalize the resulting vector. This normalized vector represents the best estimate of the knee axis.


### 3.3 Kinematic Constraint

## by Ihor Zhvanko

In this thesis, the human knee and elbow each is assumed to have only one rotational degree of freedom. However, both joints are not exactly hinge joints, as they allow some rotation in the frontal and transversal planes, up to roughly $8^{\circ}$ [9]. The human leg and arm are modeled as two rigid segments connected by a hinge joint (see Figure 3.7). Two IMU sensors are attached to the segments at an arbitrary distance from the joint center. The orientations of the sensors towards the segments and the joint-related coordinate systems are unknown. Due to the muscles, the sensors cannot be mounted exactly at the segment center; instead, they are positioned at an arbitrary distance from the segment.

According to the model, the algorithm has to handle an arbitrary sensor-to-segment mounting which is the major challenge outlined in Section 2.5.


Figure 3.7: The hinge joint model approximates a knee joint [50]. (M)IMUs are elevated at some height from the segment due to soft-tissues.

### 3.3.1 Symbols and Definitions

Two rigid links with 1-DoF joints are moving in a joint plane $\mathcal{P}_{j}$. The axis of rotation, denoted as $\vec{j}$, is defined as an identity vector passing through the center of the joint. Additionally, vector $\vec{j}$ serves as a normal vector to the joint plane $\mathcal{P}_{j}$. By leveraging the properties of the vector cross product, any vector $\vec{c}$ can be projected onto the joint plane, denoted as $\operatorname{proj}_{\mathcal{P}_{j}}(\vec{c})=\vec{c} \times \vec{j}$. If vector $\vec{c}$ is co-linear with $\vec{j}$, then $\operatorname{proj}_{\mathcal{P}_{j}}(\vec{c})=\overrightarrow{0}$ by definition.

In the following sections, vectors are represented in Cartesian and spherical coordinate systems. Different conventions exist for representing the three coordinates in a spherical coordinate system and for the order in which they should be written. In this work, $(r, \theta, \varphi)$ is used to denote radial distance, inclination (or elevation), and azimuth, respectively, as specified by ISO standard 80000-2:2019. Moreover, we omit $r$ to denote the identity vector $(1, \theta, \varphi)=(\theta, \varphi)$. The inclination $\theta$ is constrained to the interval $[-\pi / 2, \pi / 2]$, and azimuth $\varphi$ to $(-\pi, \pi]$. Cartesian coordinates can be retrieved from spherical coordinates:

$$
\begin{aligned}
& x=r \cos \varphi \sin \theta \\
& y=r \sin \varphi \sin \theta \\
& z=r \cos \theta
\end{aligned}
$$

The sensors are attached to the segments with arbitrary orientation relative to the segments, and the orientation to common reference frame is known and described via rotation matrices $R_{1}(t), R_{2}(t)$ in a right-handed coordinate system.

### 3.3.2 Hinge Joint Constraint

The hinge joint has an axis of rotation $\vec{j}$ with different coordinates $j_{1}$ and $j_{2}$ in both sensor coordinate frames. Subsequently, the coordinates of $j_{1}$ and $j_{2}$ depend solely on the sensors' orientation with respect to the joint. As mentioned earlier, the method doesn't specifically assume that any of the local sensor axes align with the axis of the hinge joint or the longitudinal axis of the segment. Therefore, the direction and position of the knee flexion/extension axis are unknown. According to [51], the axis of rotation can be identified from the measurements of rich motions by exploiting kinematic constraints.

The authors adopt the following kinematic constraint for a hinge joint, which is given by:

$$
\begin{equation*}
\left\|g_{1}(t) \times j_{1}\right\|_{2}-\left\|g_{2}(t) \times j_{2}\right\|_{2}=0, \forall t \tag{3.2}
\end{equation*}
$$

where $\|\cdot\|_{2}$ denotes the Euclidean norm. However, this thesis suggests a system of constraints to improve the tracking accuracy and stability during dynamic motions:

$$
\left\{\begin{array}{l}
\left\|\left(g_{1}(t)-R_{S_{b} \rightarrow S_{a}} g_{2}(t)\right) \times j_{1}\right\|_{2}=0, \forall t  \tag{3.3}\\
\left\|\left(g_{2}(t)-R_{S_{a} \rightarrow S_{b}} g_{1}(t)\right) \times j_{2}\right\|_{2}=0, \forall t
\end{array}\right.
$$

To comprehend the main idea of the constraint, let's break down different basic movements as seen by the sensors. First, picture one sensor staying still while the second one starts moving around the hinge joint. At that point, the first sensor shows $0^{\circ}$ angular velocity across all directions, while the second sensor measures an angular velocity of more than $0^{\circ}$. The direction of this spinning speed lines up with the hinge joint axis $\overrightarrow{j_{2}}$. The part of the constraint including $g_{1}(t)$ becomes 0 by definition, and the second part with $g_{2}(t)$ also turns out to be 0 (because multiplying co-linear vectors $\overrightarrow{j_{2}}$ and $g_{2}(t)$ results in 0 ).

Next, imagine both segments rotate around the hinge joint at the same time with arbitrary angular velocity. The direction of a difference of angular velocities aligns with the hinge joint axis $j_{1,2}$, confirming the constraint.

Now, think about the whole model turning around a spot in space. At this point, both sensors experience angular velocity with the same size. So, the difference of angular velocities must equal to $0^{\circ}$ and crossing this with the hinge joint axis, you will get $0^{\circ}$. The constraint stays intact.

Even when you combine these last two movements with linear acceleration, the constraint still holds up.

### 3.4 Knee functional axis

## by Ihor Zhvanko

In [50], the authors collect IMU measurements $S(t), i \in[1, N]$ to estimate the unit-length direction vectors $j_{1}, j_{2}$. However, this approach comes with a drawback the dataset needs to be acquired before angle measurement. Subsequently, a least-square optimization is applied to this dataset. While the computational quality improves with the dataset's growth, there is a significant drop in performance. Moreover, time intervals during which the subject is inactive provide little information for determining the functional axis. In contrast to least squares optimization, where a batch of measurements is processed by finding a parameterized function that best fits the data, Bayesian filters refine the state estimate each time a new measurement is received. Both methods are thoroughly introduced and compared in [38].

In this thesis, an iterative method based on Particle Filter (Sequential Importance Sampling/Bootstrap Filter) is developed to optimize the constraint and overcome the limitations of the least-square approach. Following particle filter algorithms [2], the state vector $X$ is defined as $\left(\varphi_{1}, \theta_{1}, \varphi_{2}, \theta_{2}\right)$ where $\varphi_{i}, \theta_{i}$ represent the inclination and azimuth of the functional axis in different coordinate frames $j_{1}, j_{2}$. The objective is to estimate a hidden sequence of the state vector $x_{k}$ for a static system. Here, hidden implies that a direct measurement of the state is unavailable and impossible. Therefore, two additional sources of information are required. The first is a process model describing how the state changes over time, providing prior knowledge about state evolution. The second is a measurement model establishing the relationship between measurements and the process state $x_{k}$.

Typically, a particle filter is applied to dynamic models where the evolution of the state over time depends not only on the previous state but also on the input control signal. In the context of this work, static implies that the next state does not depend on an input control signal. It is defined as

$$
\begin{equation*}
x_{k}=f_{k}\left(x_{k-1}, v_{k-1}\right)=x_{k-1}+\mathcal{N}\left(0, \sigma^{2}\right), \tag{3.4}
\end{equation*}
$$

where $x_{k-1}$ is the state at the previous time step, and $\mathcal{N}\left(0, \sigma^{2}\right)$ represents process model noise. In this context, the noise is assumed to be independent and constant. Model noise accounts for uncertainty in sensor measurements, soft tissue artifacts, muscle contraction during movement, and model simplifications.

In this thesis, the hinge joint constraint is utilized to define the measurement model for a particle filter. With two sensors attached to adjacent body segments, the measurement model relies on two three-axial sensors that produce six measurements in total: $\left(\overrightarrow{g_{1}}, \overrightarrow{g_{2}}\right)=$ $\left(g_{1}^{x}, g_{1}^{y}, g_{1}^{z}, g_{2}^{x}, g_{2}^{y}, g_{2}^{z}\right)$. The final measurement model is defined using a non-linear constraint (see Equation 3.3):

$$
\begin{equation*}
z_{k}=\binom{\left\|\left(g_{1}(t)-R_{S_{b} \rightarrow S_{a}} g_{2}(t)\right) \times j_{1}\right\|_{2}}{\left\|\left(g_{2}(t)-R_{S_{a} \rightarrow S_{b}} g_{1}(t)\right) \times j_{2}\right\|_{2}} \tag{3.5}
\end{equation*}
$$

where $j_{n}=\left(\cos \varphi_{n} \sin \theta_{n}, \sin \varphi_{n} \sin \theta_{n}, \cos \theta_{n}\right)$ for $n=1,2$. Another consideration is that if $g_{1}(t)$ and $g_{2}(t)$ are zero vectors, there is no need to perform an iteration, as they do not provide informative data.

### 3.4.1 Nonlinear Bayesian Tracking

In essence, the problem of tracking is defined as evolution of the state sequence $\left\{x_{k}, k \in\right.$ $\mathbf{N}\}$ where the current state is expressed via nonlinear function of the previous state $x_{k-1}$ and noise $n_{k-1}$ :

$$
x_{k}=f_{k}\left(x_{k-1}, n_{k-1}\right)
$$

Having the measurements $z_{k}$ as a function of the current state $x_{k}$ and measurement noise $n_{k}$ :

$$
z_{k}=h_{k}\left(x_{k}, n_{k}\right)
$$

the algorithm must estimate recursively $x_{k}$ using these measurements (also referred as to observations).

Alternatively, the state estimation problem can be described in probabilistic notation as a Bayesian estimation problem. In a probabilistic sense, the objective of tracking is to recursively calculate some degree of belief in the state $x_{k}$ taking different values given the measurements $z_{1: k}$. Following the Bayesian approach, the probability density function $(\mathrm{PDF}) p\left(x_{k} \mid z_{1: k}\right)$ has to be constructed. Besides that, the initial PDF $p\left(x_{0} \mid z_{0}\right)=p\left(x_{0}\right)$ of state vector (also referred to as prior) is known. That implies the PDF $p\left(x_{k} \mid z_{1: k}\right)$ may be obtained recursively in two stages: prediction and update.

At the prediction stage, the $\operatorname{PDF} p\left(x_{k-1} \mid z_{1: k-1}\right)$ is assumed to be available, and incorporates the system model to obtain the prior PDF of the state at time k via the ChapmanKolmogorv equation:

$$
p\left(x_{k} \mid z_{1: k-1}\right)=\int p\left(x_{k} \mid x_{k-1}\right) p\left(x_{k-1} \mid z_{1: k-1}\right) d x_{k-1} .
$$

Being modelled as a Markov chain of order one, the current state depends only on the previous step, and mathematically this implies:

$$
\begin{equation*}
p\left(x_{k} \mid x_{1: k-1}, z_{1: k-1}\right)=p\left(x_{k} \mid x_{k-1}\right), p\left(z_{k} \mid x_{1: k}\right)=p\left(z_{k} \mid x_{k}\right) . \tag{3.6}
\end{equation*}
$$

In simpler terms, when predicting the state's transition from time $k-1$ to time $k$, the state $x_{k-1}$ is assumed to contain already all the necessary information. As a result, past states $x_{1}, \ldots, x_{k-2}$, and previous measurements $z_{1}, \ldots, z_{k-1}$ are discarded after being processed. A similar principle applies to measurements, as indicated in Equation 3.6.

At the update state, when a measurement $z_{k}$ at time step $k$ is available, the Bayes' rule is utilized to update the posterior (or prior for the next iteration)

$$
p\left(x_{k} \mid z_{1: k}\right)=\frac{p\left(z_{k} \mid x_{k}\right) p\left(x_{k} \mid z_{k-1}\right)}{p\left(z_{k} \mid z_{1: k-1}\right)}
$$

where the normalizing constant

$$
p\left(z_{k} \mid z_{1: k-1}\right)=\int p\left(z_{k} \mid x_{k}\right) p\left(x_{k} \mid z_{1: k-1}\right) d x_{k}
$$

depends on the likelihood function $p\left(z_{k} \mid x_{k}\right)$ defined by the measurement model and the known statistics of $n_{k}$. In the update stage, the measurement $z_{k}$ is used to modify the prior density to obtain the required posterior density of the current state.

The state estimate is expressed as a PDF, capturing both the estimated state and the corresponding uncertainty. The relevant state is termed the posterior state, representing the estimated state at time $k$ considering all measurements and inputs up to time $k$ and past states up to time $k-1$. This is denoted by the conditional PDF:

$$
p\left(x_{k} \mid x_{1: k-1}, u_{1: k}, z_{1: k}\right)=p\left(x_{k} \mid x_{1: k-1}, z_{1: k}\right) .
$$

### 3.4.2 Sequential Importance Sampling (SIS) Algorithm

The optimal Bayesian solution leads usually to intractable integrals that can only be solved analytically under strong assumptions. For example, Kalman Filter assumes the posterior density at every time step is Gaussian, and the state evolution and measurement model are linear functions having the Gaussian noise. For the problems where such strict assumptions are inexpedient, the sequential Monte Carlo filters approximate the posterior density through a discrete PDF with no restricts exposed on the models. During the last decades, most sequential MC filters originate from the sequential importance sampling (SIS) algorithm that is in essence a Monte Carlo (MC) method. This sequential MC (SMC) method is also referred to as bootstrapping filtering, the condensation algorithm, particle filtering, interacting particle approximations, and survival of the fittest.

The method involves iteratively using Monte Carlo simulations to construct a Bayesian filter. By generating estimates with random samples and associated weights, the process defines the necessary posterior density function. As the number of samples increases, the Monte Carlo representation converges towards the typical functional definition of the posterior PDF, aligning the Sequential Importance Sampling (SIS) filter with the ideal Bayesian estimate.

First, we have to define a random measure $\left\{x_{0: k}^{i}, w_{k}^{i}\right\}_{i=1}^{N_{s}}$ that charactirizes the posterior PDF $p\left(x_{0: k} \mid z_{1: k}\right)$, where $\left\{x_{0: k}^{i}, i=0, \ldots, N_{s}\right\}$ is a set of support points with associated weights $\left\{w_{k}^{i}, i=1, \ldots, N_{s}\right\}$ and $x_{0: k}=\left\{x_{j}, j=0, \ldots, k\right\}$ is the set of all states up to time $k$. The weights are normalized such that $\sum_{i} w_{k}^{i}=1$. Following that, the posterior density at $k$ can be approximated as

$$
p\left(x_{0: k} \mid z_{1: k}\right) \approx \sum_{i=1}^{N_{s}} w_{k}^{i} \delta\left(x_{0: k}-x_{0: k}^{i}\right) .
$$

The pair $\left\{w_{k}^{i}, x_{0: k}^{i}\right\}_{i=1}^{N_{s}}$ is a set of $N_{s}$ samples with the corresponding weight where each sample $x_{0: k}^{i}$ is a possible realization of the state sequence, and weight $w_{k}^{i}$ reflects the relative importance of each sample. In other words, the sample having a considerably higher weight relative majority is apparent closer to the true state sequence in contrast to samples with lower weights. Following the law of total probability, the equation implies that the sum of all weights is equal to 1 . The function $\delta(x)$ is the Dirac delta function that equals to 0 everywhere except for $x$, and integral is 1 .

The samples, also known as particles (hence the term particle filter), represent the posterior as a set of weighted particles. The advantages of the particle filter include the PDF not being restricted to any specific shape, and there are no restrictions on the state evolution and measurement model. However, an insufficient number of particles can lead to poor approximations. Conversely, an increased number of samples results in escalating computational costs. Additionally, the samples must be drawn from a different distribution than the unknown posterior PDF, making direct sampling infeasible. In the SIS algorithm, this distribution is referred to as the importance density $q$. The importance density is a positive function where the posterior is positive and approximates the weights through the posterior PDF.

Given the importance density $q$ the weights can be expressed via the following expression

$$
\begin{equation*}
w_{i}^{k} \propto \frac{p\left(x_{0: k}^{i} \mid z_{1: k}\right)}{q\left(x_{0: k}^{i} \mid z_{1: k}\right)} . \tag{3.7}
\end{equation*}
$$

The $\propto$ means that a weight is proportional to the term on the right-hand side that is a ratio between posterior and importance density for an individual particle with index $i$. This thesis only considers the state at time step $k$ and PDF $p\left(x_{k} \mid z_{1: k}\right)$ rather than the full state sequence $p\left(x_{0: k} \mid z_{1: k}\right)$ up to time $k$. Following that the Equation 3.7 transforms into:

$$
w_{k}^{i} \propto w_{k-1}^{i} \frac{p\left(z_{k} \mid x_{k}^{i}\right) p\left(x_{k}^{i} \mid x_{k-1}^{i}\right)}{q\left(x_{k}^{i} \mid x_{k-1}^{i}, z_{k}\right)},
$$

where $w_{k-1}^{i}$ is the weight at the previous time step for particle $i$. That implies the approximated posterior can be expressed the following way:

$$
p\left(x_{k} \mid z_{1: k}\right) \approx \sum_{i=1}^{N_{s}} w_{k}^{i} \delta\left(x_{k}-x_{k}^{i}\right) .
$$

When the number of particles is increasing to infinity, this approximation can be shown to converge to the exact solution $[6,12,14]$.

### 3.4.3 Particle Filter Challenges and Solutions

In this section, the solutions to the five essential challenges of the particle filter are presented. The explained challenges must be addressed before designing and implementing a particle filter for a particular problem.

## Degeneracy

The degeneracy problem, also known as depletion, typically arises after a few iterations in particle filters, where one particle acquires a relative weight close to 1 , while all other particles have negligible weights close to 0 .

This issue, acknowledged as the degeneracy problem, cannot be completely avoided [15]. The variance of the importance weights tends to increase over time, making it impossible to circumvent the degeneracy phenomenon.

The consequences of this problem include:

- A significant portion of the computation cost in each iteration is allocated to calculations involving particles that make negligible contributions to the posterior approximation;
- The posterior approximation effectively relies on a single particle with the highest relative weight, limiting the performance and expressiveness of the filter.

The degeneracy problem results in the divergence of the particle filter due to the amplification of state estimation errors over time.

Before solving the degeneracy problem, the presence and degree of degeneracy should be properly evaluated. For this reason, a suitable measure of degeneracy of the algorithm is the effective sample size $N_{\text {eff }}$ and expressed as:

$$
N_{e f f}=\frac{N_{s}}{1+\operatorname{Var}\left(w_{k}^{* i}\right)},
$$

where $w_{k}^{* i}=p\left(x_{k}^{i} \mid z_{1: k}\right) / q\left(x_{k}^{i} \mid x_{k-1}^{i}, z_{k}\right)$ is referred to as the true weight. Unfortunately, the exact value can not be obtained, therefore is estimated by

$$
\begin{equation*}
\hat{N}_{e f f}=\frac{1}{\sum_{i=1}^{N_{s}}\left(w_{k}^{i}\right)^{2}} \tag{3.8}
\end{equation*}
$$

where $w_{k}^{i}$ is the normalized weight. The value of $\hat{N}_{e f f}$ close to one indicates severe degeneracy.

Once the degeneracy problem is identified, the re-sampling algorithm (also known as dithering) is applied to all particles. Typically, particles with negligible normalized
weights are discarded, while substantial ones are subdivided into smaller particles, often achieved by duplicating the particle. The new particles typically receive weights equal to $1 / N_{s}$.

Figure 3.8 provides a schematic illustration of how a set of weighted particles (where size reflects weight) can be re-sampled into another set of uniformly distributed particles. The re-sampling step can be deterministic or stochastic, determining whether the process is repeatable.


Figure 3.8: Example of how resampling transforms a set of 10 weighted particles (left) into a new set of 10 uniformly weighted particles (right). Some particles are duplicated, while others are never selected and disappear (represented by the $x)$.

All resampling methods can be classified into two categories: sequential and parallel. The parallel implementation executes two or more sequential approaches simultaneously. The sequential implementations are further classified into traditional (or single-distribution sampling), compound sampling, and special strategies [33]. The first two categories are differentiated based on whether the resampling is from a single distribution or multiple distributions via a grouping of the particles.

In this thesis, the residual systematic resampling (RSR) algorithm is employed to resample the particle once the degeneracy is detected. This algorithm belongs to the family of the single-distribution sampling methods where the particle is resampled proportional to
$w_{t}^{(m)}$ times. The same constraint also referred to as unbiasedness or proper-weighting condition [36] is described this way

$$
E\left(N_{t}^{(m)} \mid w_{t}^{(m)}\right)=N w_{t}^{(m)}
$$

The number of particles after a resampling step remains the same and each particle has $1 / N$ weight.

However, resampling could have undesirable consequences one of which is sample impoverishment. Low-weighted particles are with high probability dropped during resampling, which lowers the variety of the particles. This problem and selected solution is described in the next section.

## Sample Impoverishment

In re-sampling, low-weighted particles are eliminated, and high-weighted ones are repeatedly chosen, resulting in a loss of diversity among the particles. As mentioned before, particle filter methods are based on three operations where, in the first step, the prediction step (or particle propagation) contains both a deterministic and stochastic part (samples are drawn from a PDF). Hence, particles with the same state must diversify during the prediction state. As the process noise decreases, the problem, also known as sample impoverishment, deteriorates, and the duplicated samples start to behave as a single particle (see Figure 3.9).


Figure 3.9: A single sample is replicated multiple times, and the cohort of particles behaves as if they are a single point in the state space.

In the worst case, all $N_{s}$ particles will represent the same state, and again, the filter effectively only has one particle. Like the degeneracy problem, sample impoverishment worsens the filter's performance and causes divergence.

Typically, to address the risk of sample impoverishment, the model is designed to have a sufficient amount of process noise. However, various methods have been developed to mitigate the effect of sample impoverishment even with reduced noise.

The auxiliary particle filter exploits the latest measurements from the update step and preselects samples with anticipated high weights for propagation. This way, the auxiliary particle filter favors well-matched samples for the next iteration instead of randomly generating samples from the prior PDF. Although the algorithm prevents impoverishment, the performance in a higher-dimensional space diminishes, leading to a loss of efficiency in real-time inference.

The most intuitive and easy-to-implement method, known as roughening, to prevent impoverishment was introduced by [34], inspired by Gordon in the Bootstrap Filter (also referred to as dithering in [25]). The authors distinguish between two basic methods:

- separate-roughening, which applies artificial noise to the resampled particles;
- direct-roughening, which intensifies the process noise of the state propagation step.

While the separate-roughening method implies additional computational effort compared to direct-roughening, it can produce a smoother particle distribution. For this reason, this thesis utilizes the separate-roughening method to mitigate sample impoverishment.

Moreover, it investigates various options regarding the application of roughening and its incorporation into different elements of the algorithm: (i) whether to apply it at all or only at specific time steps, (ii) whether to apply it to all particles or only a subset, and (iii) whether to apply it to the entire vector or specific components. Determining when to apply roughening, the amount of noise to be added, and which dimensions to affect is challenging and lacks a general prescription.

## Divergence

The particle filter approach, while an efficient Monte-Carlo method for solving Bayesian tracking problems in non-linear models, can potentially diverge from the true state under certain circumstances in real-world applications. Even though the method may converge
with an increased particle count to ensure result accuracy, this can make the algorithm impractical in real-time scenarios. Consequently, divergence monitoring becomes an essential component in the design of particle filters.

The inherent uncertainty in a model, combined with the recursive nature of the filter, contributes to its instability and susceptibility to divergence from the true state. The three major reasons for particle filter divergence typically include:

- Inaccuracies in the process model that degrade the likelihood of propagated particles with each iteration.
- Higher-than-assumed noise levels in the measurement model, leading to low likelihood for particles that are subsequently removed during the resampling step.
- Incorrect measurements, caused by factors such as sensor faults or outliers, resulting in imprecise estimates.

A straightforward and intuitive approach to monitor divergence is the use of unnormalized likelihoods, focusing on the number of particles with the highest weight. Low likelihoods for each particle in the population, below a specified threshold, serve as a key indicator that predictions deviate from the true state. This simple metric is often sufficient to detect particle filter divergence.

Another metric to estimate divergence is the Kullback-Leibler divergence, also known as relative entropy, which measures the statistical distance between two probability distributions. This metric helps gauge the resemblance or difference between the measurement and estimate. If the resemblance falls below a defined threshold, it suggests that the particle filter has likely diverged [54].

Once particle filter divergence is detected, the current particles are withdrawn, and the filter is reinitialized. This straightforward procedure is effective in recovering the filter from divergence. The algorithm designed in this thesis incorporates divergence monitoring to address unexpected sensor shifts [17].

### 3.5 Common Reference Frame

by Ihor Zhvanko

The joint angle measurement relies entirely on the orientation of IMU technical frames. However, the orientation of sensors must be referenced to a common frame. Typically, IMUs leverage their ability to sense gravity and magnetic north, making the Earth frame the natural choice for a common reference frame (see Section 2.2). Therefore, estimating orientation relative to the Earth frame becomes a crucial task in joint angle measurement.

The quaternion-based method presented in this section is based on Roberto Valenti's Algebraic Quaternion Algorithm (AQUA) [55]. The novelty of this approach lies in dividing the problem into two sub-parts: determining the tilt and heading quaternions. This separation ensures that magnetic disturbances do not affect the roll and pitch of the sensor's orientation. The authors demonstrate how to effectively fuse gyroscope, accelerometer, and magnetic readings into quaternion form. Analytically and empirically, the method proves its effectiveness by outperforming other common methods in tracking orientation relative to the Earth frame.

### 3.5.1 Symbols and Definitions

In Hamiltonian space a unit quaternion ${ }_{\mathrm{B}}^{\mathrm{A}} q \in H^{4}$ also referred to as versor expresses the orientation of a frame $A$ relative to $B$ in 3D euclidean space:

$$
{ }_{\mathrm{B}}^{\mathrm{A}} q=\left[q_{w}, q_{x}, q_{y}, q_{z}\right]^{T}=\left[\cos \frac{\alpha}{2}, e_{x} \sin \frac{\alpha}{2}, e_{y} \sin \frac{\alpha}{2}, e_{z} \sin \frac{\alpha}{2}\right]^{T} .
$$

The unit vector $e=\left[e_{x}, e_{y}, e_{z}\right]^{T}$ and $\alpha$ represents the rotation axis and angle around the axis respectively (see Figure 3.10). The conjugate quaternion ${ }_{\mathrm{B}}^{\mathrm{A}} q^{*}={ }_{\mathrm{A}}^{\mathrm{B}} q=\left[q_{0},-q_{1},-q_{2},-q_{3}\right]$ expresses the orientation of a frame $B$ relative to $A$. In other words, the conjugate is equivalent to inverse rotation of the frame $A$ to $B$.

The quaternions are generally written in an algebraic form $q=q_{0}+q_{1} i+q_{2} j+q_{3} k$, where $q_{0}, q_{1}, q_{2}$ and $q_{3}$ are real numbers and $i, j, k$ basis elements. The fundamental formula for quaternion multiplication $i^{2}=j^{2}=k^{2}=i j k=-1$ relates the basis elements. The first component $q_{0}$ is usually referred to as the real or scalar part of $q$. The remaining part $q_{1} i+q_{2} j+q_{3} k$ is called the imaginary or vector part of $q$. The muliplication is therefore


Figure 3.10: Geometric meaning of quaternion.
defined as:

$$
q p=\left[\begin{array}{c}
q_{0} p_{0}-q_{1} p_{1}-q_{2} p_{2}-q_{3} p_{3} \\
q_{0} p_{1}+q_{1} p_{0}+q_{2} p_{3}-q_{3} p_{2} \\
q_{0} p_{2}-q_{1} p_{3}+q_{2} p_{0}+q_{3} p_{1} \\
q_{0} p_{3}+q_{1} p_{2}-q_{2} p_{1}+q_{3} p_{0}
\end{array}\right]
$$

Apart from applications in pure mathematics, the quarterions simplify calculations involving three-dimensional rotations. A pure quaternion (or vector quaternion) is a quaternion whose scalar part is equal to 0 . This kind of quaternions appear often in 3D rotations. Let a vector ${ }^{\mathrm{A}} v=\left[v_{x}, v_{y}, v_{z}\right]^{T}$ be expressed with respect to frame $A$. To obtain the same vector with respect to frame $B$, the vector ${ }^{\mathrm{A}} v$ is rewritten as a pure quaternion ${ }^{\mathrm{A}} v_{q}=\left[0, v_{x}, v_{y}, v_{z}\right]$, and muliplied with the versor ${ }_{\mathrm{B}}^{\mathrm{A}} q$ and its conjugate ${ }_{\mathrm{B}}^{\mathrm{A}} q^{*}$ :

$$
{ }^{\mathrm{B}} v_{q}={ }_{\mathrm{A}}^{\mathrm{B}} q^{\mathrm{A}} v_{q}{ }_{\mathrm{B}}^{\mathrm{A}} q^{*}
$$

## Quaternion and Direct Cosine Matrix (DCM)

Interpreting a unit quaternion ${ }_{B}^{A} q$ as the orientation implies that the corresponding DCM must exist. The matrix per definition belongs to orthogonal matrixes and describes the rotation in 3D euclidean space:

$$
R\left({ }_{B}^{A} q\right)=\left[\begin{array}{ccc}
\left(q_{0}^{2}+q_{1}^{2}-q_{2}^{2}-q_{3}^{2}\right) & 2\left(q_{1} q_{2}+q_{0} q_{3}\right) & 2\left(q_{1} q_{3}-q_{0} q_{2}\right) \\
2\left(q_{1} q_{2}-q_{0} q_{3}\right) & \left(q_{0}^{2}-q_{1}^{2}+q_{2}^{2}-q_{3}^{2}\right) & 2\left(q_{2} q_{3}+q_{0} q_{1}\right) \\
2\left(q_{1} q_{3}+q_{0} q_{2}\right) & 2\left(q_{2} q_{3}-q_{0} q_{1}\right) & \left(q_{0}^{2}-q_{1}^{2}-q_{2}^{2}+q_{3}^{2}\right)
\end{array}\right]
$$

There are a variety of ways to convert the DCM to quaternion where only one is numerically stable. In literature the method is described in detail and proved the stability of the calculations.

## Interpolations

The orientation tracking algorithms using IMU produce normally two estimations for the orientation of the technical frame. Quaternion-based algorithms fuse the estimates using either a linear (LERP) or spherical linear interpolation (SLERP) (see Figure 3.11).


Figure 3.11: LERP and SLERP interpolations.

The LERP between two quaternions $q$ and $p$ is calculated as:

$$
\bar{r}=(1-\alpha) p+\alpha q, \hat{r}=\frac{\bar{r}}{\|\bar{r}\|}
$$

where $\alpha \in[0,1]$. The SLERP in contrast evaluates the weighted average of two quaternions lying on the surface of 4 D hypersphere:

$$
\hat{r}=\frac{\sin ((1-\alpha) \Omega)}{\sin \Omega} p+\frac{\sin (\alpha \Omega)}{\sin \Omega} q
$$

### 3.5.2 Algorithm

The quaternion-based algorithm leverages a complementary filter to fuse the orientation estimation from the gyroscope with delta quaternions of the accelerometer and magnetometer (see Figure 3.12). The orientation from gyroscope data goes through high-pass filtering due to low-frequency noise. In the same way, the orientation from accelerometer and magnetometer passes through low-pass filtering affected by high-frequency noise. Ideally, the fusion delivers a drift- and noise-free all-pass estimate of the orientation.


Figure 3.12: Complementary filter design.

Each iteration $k$ of the algorithm consists of prediction and correction steps.
In the first step, the initial estimate of the orientation is derived from the measured angular velocity. The angular velocity ${ }^{L} w=\left[w_{x}, w_{y}, w_{z}\right]^{T}$ may not be normalized and must be expressed in radians per second. To estimate the orientation of the Earth frame in respect to technical frame, the quaternion derivative is numerically integrated with the sampling period $\Delta t=t_{k}-t_{k-1}$ :

$$
{ }_{G}^{L} q_{w, t_{k}}={ }_{G}^{L} q_{t_{k-1}}+{ }_{G}^{L} \dot{q}_{w, t_{k}} \Delta t .
$$

The previous estimate ${ }_{G}^{L} q_{t_{k-1}}$ is assumed to be known. The quaternion derivative ${ }_{G}^{L} \dot{q}_{w, t_{k}}$ is computed using the following identity:

$$
{ }_{G}^{L} \dot{q}_{w, t_{k}}=\frac{1}{2}{ }_{G}^{L} q_{t_{k-1}}{ }^{L} w_{q, t_{k}}
$$

where ${ }^{L} w_{q, t_{k}}$ is the angular velocity expressed via pure quaternion.
The correction step utilizes accelerometer and magnetometer data to enhance the orientation. The gravity vector adjusts the frame's roll and pitch, while a yaw angle correction is derived from the magnetic North. The readings from the accelerometer and magnetometer are independently denoised using a first-order low-pass filter. The final estimation is
computed using the following expression with two delta quaternions:

$$
{ }_{G}^{L} q={ }_{G}^{L} q_{w} \Delta q_{\mathrm{acc}} \Delta q_{\mathrm{mag}} .
$$

The authors in [55] derive correction terms solving in deterministic way the Wahba's Problem [57]. Without going into details, the accelerometer correction term is equal to

$$
\Delta q_{A C C}=\left[\sqrt{\frac{G_{z}+1}{2}},-\frac{G_{y}}{\sqrt{2\left(G_{z}+1\right)}}, \frac{G_{x}}{\sqrt{2\left(G_{z}+1\right)}}, 0\right]^{T}
$$

and the magnetometer one is

$$
\Delta q_{A C C}=\left[\sqrt{\frac{G_{z}+1}{2}},-\frac{G_{y}}{\sqrt{2\left(G_{z}+1\right)}}, \frac{G_{x}}{\sqrt{2\left(G_{z}+1\right)}}, 0\right]^{T}
$$

Both terms are subjected to high frequency noise, so the delta quaternions are scaled down by using LERP or SLERP with the identity quternion $q_{I}=[1,0,0,0]^{T}$ :

$$
\overline{\Delta q_{\mathrm{ACC}}}=(1-\alpha) q_{I}+\alpha \Delta q_{\mathrm{ACC}}
$$

This kind of interpolation acts here as a first-order low-pass filter with the gain $\alpha$ characterizing the cut-off frequency of the filter.

The initial orientation is estimated from the first available acceleration and magnetic field vectors. Hence, the filter's initialization is performed in one single step:

$$
{ }_{G}^{L} q_{0}=q_{\mathrm{acc}} q_{\mathrm{mag}} .
$$

### 3.6 Joint Angle Measurement

## by Nataliya Didukh

For the joint angle measurement, we assume that $j_{1}$ and $j_{2}$ are determined using the algorithm described in Section 3.4. Additionally, the orientation of sensors to the common reference coordinate system is known and described via rotation matrices $R_{1}(t)$ and $R_{2}(t)$. In this work, the common reference coordinate system is established through sensor fusion (accelerometer, gyroscope, and magnetometer). According to the definition, $j_{1}$
and $j_{2}$ must satisfy the equation $R_{1}(t) j_{1}=R_{2}(t) j_{2}, \forall t$. Following this, the angle can be estimated as:

$$
\begin{equation*}
\alpha_{m}(t)=\varangle_{3 d}\left(R_{1}(t)\left(j_{1} \times c\right), R_{2}(t)\left(j_{2} \times c\right)\right), \tag{3.9}
\end{equation*}
$$

where $c$ is an arbitrary vector that is not co-linear with $j_{1}$ and $j_{2}$. The estimated angle is linearly proportional to a joint angle with a bias $\alpha_{j}=\alpha_{m}+\alpha_{b}$. The exact value of $\alpha_{b}$ has to be determined based on a zero pose (the pose at which the joint angle is known).

## 4 Results

The chapter presents the key results obtained from the assessment of the angle measurement algorithm using the algorithm introduced in Chapter 3. Initially, the demographic data of the participants is presented to demonstrate the representativeness of the algorithm's performance across different individuals. Subsequently, each subject underwent a series of prescribed exercises with specified repetitions, following a protocol designed to evaluate the algorithmś performance within individuals. Furthermore, each participant was equipped with sensors arranged in one of three configurations to assess the algorithm's performance under various sensor placement scenarios. Ultimately, the chapter presents the descriptive statistics of Root Mean Square Error (RMSE) in comparison to the ground truth, organized by participant, exercise, and the configuration of sensor placement.

### 4.1 Knee Axis

## by Ihor Zhvanko

In this section, the effectiveness of the particle filter in tracking the knee axis is demonstrated via user-friendly interpretation. Figures 4.1,4.2,4.3 highlight instances of reliable tracking to contribute to the overall support the hypothesis that the method can reliably track the knee axis in real-time during dynamic exercises. Even through this section does not present any specific metrics, this illustration aims to intuitively convey the essence of knee axis tracking.

Each plot depicts the particle filter's tracking of the knee axis during various exercises. Notably, the different level of stability can particularly be observed during low- and highintensity exercises. More precise variations are further outlined in the tabular data below manifesting this observation.

Table 4.1 presents the standard deviations of knee axis coordinates (X, Y, Z) over a series of exercise repetitions for each subject to demonstrate the reliability of real-time


Figure 4.1: Knee axis tracking in coordinate frames of two sensors during knee extensions.


Figure 4.2: Knee axis tracking in coordinate frames of two sensors during walking gait.
axis tracking. These findings contribute to a broader understanding of the effectiveness of angle measurement by revealing varying levels of stability along coordinate axes.


Figure 4.3: Knee axis tracking in coordinate frames of two sensors during squats.

| Subject | Exercise |  |  |
| :--- | :---: | :---: | :---: |
|  | Walking | Squatting | Knee Extensions |
| $\mathbf{0 0 1}$ | 0.12 | 0.35 | 0.23 |
| $\mathbf{0 0 2}$ | 0.11 | 0.33 | 0.19 |
| $\mathbf{0 0 3}$ | 0.09 | 0.27 | 0.23 |
| $\mathbf{0 0 4}$ | 0.11 | 0.27 | 0.28 |

Table 4.1: Variation of Knee Axis by Subject and Exercise.

### 4.2 Knee Angle

## by Nataliya Didukh, Ihor Zhvanko

This section presents the Root Mean Square Error (RMSE) between the knee extension/flexion angle obtained through the ART system and two IMU devices. The descriptive statistics of RMSE over participants, exercises and sensor placement is included as well. The focus lies on examining the RMSE to assess the accuracy and reliability of the IMU-based measurements across different exercises, participants and sensor placement. In addition, Figures 4.4,4.5,4.6 demonstrate examples of knee angle tracking, visually assessing the performance of the IMU sensors in capturing knee movement dynamics during specific exercises.

## Instances of knee angle tracking



Figure 4.4: Knee angle during knee extensions.


Figure 4.5: Knee angle during walking gait.

## RMSE by each exercise and participant over sensor placements

Table 1 displays the RMSE values for each participant and exercise, illustrating the accuracy of the IMU sensor-based knee angle measurements in comparison to the ground truth obtained from the ART optical capture system.


Figure 4.6: Knee angle during squats.

| Exercise/Participant | 001 | 002 | 003 | Mean | Std |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Walking Gait | 2.34 | 2.89 | 2.12 | 2.45 | 0.472 |
| Squatting | 4.76 | 4.05 | 3.98 | 4.2625 | 0.427 |
| Knee Extensions | 2.10 | 2.15 | 1.87 | 2.04 | 0.128 |

Table 4.2: RMSE values for each participant and exercise.

## RMSE by each exercise and sensor placement over participants

Examining the variations in RMSE based on different sensor placements, Table 3 highlights the performance differences observed between upper and lower leg sensor locations across all exercises and participants.

| Exercise/Configuration | 001 | 002 | 003 | Mean | Std |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Walking Gait | 2.41 | 2.10 | 2.84 | 2.45 | 0.372 |
| Squatting | 4.23 | 4.16 | 4.4 | 4.26 | 0.107 |
| Knee Extensions | 1.99 | 1.83 | 2.3 | 2.04 | 0.235 |

Table 4.3: RMSE values for each sensor placement configuration and exercise.

Collectively, these tables offer a comprehensive overview of the accuracy and consistency of knee angle measurements derived from IMU sensors across various exercises and participants. This facilitates a nuanced understanding of the sensor's performance in the context of this study.

## 5 Discussion

## Contributions

by Nataliya Didukh

The primary goal of this research was to devise a robust calibration method for knee axis tracking using Particle Filter methods, assessing the resulting algorithm's accuracy and repeatability in measuring knee joint angles. The introduced kinematic constraints, differing from those in previous literature, played a pivotal role. Specifically, constraints incorporating angular velocity measured by gyroscopes in the coordinate frame of the first sensor were employed, with transformations facilitated by the relative orientation of sensors. The algorithm's real-time capabilities and adaptability to soft-tissue artifacts and sensor displacements further distinguish it, contributing to the creation of a fast, adaptive, and noise-resistant knee joint extension angle measurement tool.

Upon assessing the method across four participants, three mounting points, and five exercises, the results demonstrated remarkable accuracy, with about a $4^{\circ}$ RMSE compared to optical capture as ground truth. Interestingly, the algorithm displayed stability across different sensor placements, indicating its agnosticism to varied configurations. The observed correlation between exercise intensity and angle measurement precision highlights the algorithm's sensitivity to dynamic conditions. Visual confirmation through Figures 4.4, 4.5, 4.6 and further supports the algorithm's consistency with optical capture, while Figures 4.1, 4.2, 4.3 exposes knee axis fluctuations, potentially attributed to softtissue artifacts.

This study extends beyond previous research by examining dynamic exercises, introducing a real-time knee axis tracking algorithm for adaptability to perturbations. In contrast to earlier works focusing on walking gait [50], our exploration of diverse conditions, including three sensor placements and five exercises, adds valuable insights. The methodology raises the bar by addressing challenges posed by muscle exposure and uncertainties in dynamic environments.

## Limitations, Implications, and Future Research

by Nataliya Didukh, Ihor Zhvanko

The challenges encountered in developing a particle filter for a static system, formulating a suitable knee joint constraint, and operating without active optical markers underscore the complexity of the research. Notably, the absence of input and reliance on noise to model uncertainties posed a unique challenge. The limitations, such as the requirement for a warm-up period and the use of passive optical markers, acknowledge areas for improvement. Future work should address these challenges to enhance the methodology's robustness and comparability with existing research.

The algorithm's potential application in recognizing and monitoring the Range of Motion (RoM) in knee rotations offers practical implications for everyday life and sports activities. Furthermore, the methodology provides a foundation for developing algorithms for different joints or constraints. Future research should explore ways to eliminate relative orientation in constraint equations, optimize particle numbers, and evaluate performance using established ground truth markers.
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