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Abstract

This work is located in the field of affective computing and relates to the design, construction

and evaluation of an affective system. It gains insights into related affective computing re-

search by providing an overview of emotion theories, current research approaches, emotion

recognition and provocation technologies, as well as evaluation methodologies of affective

systems.

A cycling exercise machine is enhanced and applied as a controller for a virtual racing ex-

ergame. The system setup provides a testbed for emotion recognition and emotion provo-

cation techniques by means of a flexible and extensible architecture. Thereby a realistic

testbed is applied for various affective real-world applications. Multimodal sensor data acqui-

sition provides a more complete picture for the purpose of emotion recognition.

A virtual cycling game is designed to provoke specific emotions and steer participants in con-

trolled emotional states. Single- and multi-emotion provoking game scenes are introduced

for an enlarged study of diverse emotional provocations. The system setup is a controlled

exergame environment to minimise irrelevant factors and create reproducible results.
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A new affective game concept of a nonlinear game play is introduced to provide an enhanced

gaming experience. The presented Emotional Journey is designed to allow a more individu-

alised experience by means of a runtime adaptation to emotional reactions.

This work introduces novel event-based emotion analysis methods for more precise emo-

tion recognition in an exergaming context. Two event-based emotion analysis methods are

developed to recognise emotions from the facial expressions and physiological data of the

participants while exercising. The combination of facial expression and EDA data analysis

enhances the successful recognition rates. Both methods are enhanced by soft real-time

abilities to enable a dynamic system response.

Two experiments are designed and conducted to validate, test, and evaluate the proposed

methods and concepts. The first experiment with eleven participants is designed to show-

case that the system is able to provoke user emotions. The second experiment with 25 par-

ticipants evaluates new entertaining content, which includes multi-emotion provoking game

scenes and physical stress. Furthermore, the presented Emotional Journey concept is evalu-

ated and shows promising results for a predefined path through emotions. Finally, a database

is created for the collected data of non-acted emotions.
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1. Introduction

1.1. Background

Today, as predicted, ubiquitous computing (Weiser 1991) is on the rise by providing seamless

interactions, digitalisation, and smart environments. This trend established a new connection

between humans and computers, as it permits an enhanced relationship that is aligned to

mirror relationships between humans. Computer science has a long tradition in redesign-

ing this relationship, as building user models in dialogue systems is well known in artificial

intelligence (Wahlster and Kobsa 1986).

The modelling of emotions in computer science enables new ways for user interface design

by facilitating an additional level of interaction. For decades, cognitive scientists have been

developing computer systems that model human emotions (Dorner and Hille 1995). Systems

that are designed to have their own emotions have also been introduced, to provide a more

natural counterpart in interactions (Becker and Wachsmuth 2006).

The research area that focuses on user emotions is called affective computing (Picard 1997a)

and has yielded many applications to sense, model, express or provoke emotions during the
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last decade. The term affective computing was coined by Rosalind Picard, who describes

her vision as follows: "It is my hope that affective computers, as tools to help us, will not

just be more intelligent machines, but will also be companions in our endeavors to better

understand how we are made, and so enhance our own humanity." (Picard 1997b)

Fundamental research, combined with technological progress, enables the establishment of

new interfaces to evaluate the extended relationship between humans and computers. Re-

search on emotional dialogues in human-computer interaction has gained more attention,

inspired new ways of integrating emotions in interactive applications, and provided affec-

tive interactions (Peter and Beale 2008). This trend is accompanied by a great interest in

the commercial sector of developing human-computer interaction technologies. Modern ap-

plications are constantly introduced, including various perception channels such as body

sensors, gesture or speech recognition that can be applied to affective computing (Hook

2008). Many of them have already reached the consumer market, and various algorithms

have been developed to analyse elaborate user actions. Therefore, modern technology pro-

vides enhanced methods for users to interact with computer systems compared to a classical

desktop setting.

Cognitive sciences have shown that motivation accompanies emotions (Brandstätter et al.

2013). People react emotionally to events that affect them personally. These kinds of events

often have a meaningful impact on a person’s motivation, aims or needs. In addition, the

wish for a positive emotional outcome or the avoidance of negative emotions can become a

motivation in itself. A field that requires much intrinsic motivation is physical exercise. Com-

putational assistance such as entertaining content has shown to provide motivation (Malaka

2014). Therefore, considering the relation between people’s motivation and the correspond-
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ing emotions presents an interesting perspective as regards training or mobility applications.

A physical exercise machine is also an interesting modern human-computer interface that is

not a classical desktop setting.

This work combines affective computing technologies and physical exercise. The presented

approach has great potential for the workplaces of the future, due to the rapid evolution from

classical desktop setups to interactive and multimodal systems. A cycling exercise machine

is applied as a controller for an emotion provoking game. Emotion recognition techniques

are used to measure the provoked emotional responses. The concept of a dynamic game

play is developed to steer the participants on a predefined emotional path by crafted emotion

provoking game elements.

1.2. Motivation

Emotions play a very important role in everyday interactions between humans and in human-

computer interactions (Peter and Beale 2008). Thus, the incorporation of affective computing

leads to more harmonious human-computer interaction (Tao and Tan 2005). Many algorithms

for emotion recognition have been developed, as various research fields benefit from the de-

tection of user emotions. However, context is an important aspect for the reliable recognition

of emotions (Westerink, Krans, and Ouwerkerk 2011). In this work, affective computing in-

teractions are evaluated in a controlled setup. Exergames are applications that go beyond

traditional computer use and enable the evaluation of new methods of interaction. Emotions

can be provoked in a gaming scenario and combined with physical effort. Thereby, the enter-

taining content of exergames helps to improve fitness programmes by providing enhanced
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motivation, which supports a healthier lifestyle (Malaka 2014). In this work affective comput-

ing methods are applied to an exergame, to evaluate the potential of emotions to modern

interfaces. As shown in trials in various scenarios and applications, adaptivity, such as the

estimation of an adequate difficulty level that prevents frustration or boredom, is one impor-

tant aspect of affective systems (Grafsgaard et al. 2013). Therefore, the presented emotion

provoking game enables an adaptation to emotional reactions, by means of the designed

and evaluated dynamic game play concept.

My personal motivation for the research in the field of affective computing is its interdisci-

plinarity. Among others, the field includes psychology, cognitive sciences, social sciences

and computer sciences (Tao and Tan 2005), although this work is written under a computer

science perspective. I am very interested in interdisciplinary research, and gained some

experience during my master studies, shown in Müller et al. (2012a), Müller et al. (2012b),

and Müller (2013). In a collaboration with a textile designer we developed interactive sur-

faces that were able to react to human emotions. During various exhibitions of our work we

found that visitors were very interested in our "Emotional Dialogue" collection, hence I de-

cided to continue researching emotions in HCI and build up on the great potential of affective

computing.

1.3. Project Aims and Objectives

In this work a scenario is designed in which traditional methods cannot be applied, but

enough fundamental research exists to provide an encouraging outcome. Concrete research
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questions will be clarified with the aid of an example to find generalisable and transferable

results for the field of affective computing.

The applied approach is to combine techniques and algorithms that are able to sense user

actions, as well as user activity, with current affective computing algorithms. This makes it

possible to enhance the activity through the recognition and provocation of emotions. Many

of the developed algorithms in affective computing are well tested and approved in a desktop

scenario, but not in an interactive exercising context. Such a scenario requires movement

and physical effort. It is interesting to analyse current research methods in this context, which

go beyond the classical approaches of affective computing applications. The requirements

for measurement systems differ on a technical and a conceptual level, and are thus intriguing

to consider.

In this PhD thesis, current methods from affective computing will be applied in an exercise

scenario. This requires a system that is able to provoke and measure user emotions during

exercise. Moreover, the system should be able to adapt its provocation to the detected

actions and emotions. Figure 1.1 illustrates the system components.

Figure 1.1.: Components of the presented Affective System
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1.3.1. Research Questions

To specify the presented approach, the aim of this PhD thesis is to answer the research

questions:

(1) Can a testbed be provided for various affective applications that provoke specific emotions

in an exercise context?

(2) Can existing emotion recognition methods be applied to support reliable emotion recog-

nition in an exergaming context?

(3) How can the concept of a dynamic system response to emotional user reactions in the

testbed setup be applied and evaluated?

1.3.2. Research Objectives

The presented approach is also designed to provide a conclusion about the transferability

and generalisation of the applied methods, and the results pertaining to the field of affective

computing. This thesis will address the following objectives:

Objective 1: To gain insights into the field of affective computing and state of the art liter-

ature, which includes emotion theories and practical approaches of designing, building and

evaluating affective systems.

Objective 2: To design and setup an affective exergame system with a loosely coupled

architecture, which can be applied as a testbed for various applications and algorithms for

emotion recognition and emotion provocation.
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Objective 3: To provide an event-based analysis method with soft real-time abilities to recog-

nise emotions through facial expressions and physiological data of participants while exer-

cising.

Objective 4: To design a concept for a dynamic system response to emotional user reactions

to steer the participants on a predefined emotional path by crafted emotion provoking game

elements.

Objective 5: To design and conduct experiments to evaluate the emotional provocation of

crafted game events, and the dynamic concept, by means of the developed analysis meth-

ods.

Objective 6: To provide a conclusion and discussion of the experimental results and their

transferability and generalisation to the field of affective computing.

1.4. Technical Contributions

A cycling exercise machine is enhanced and applied as game controller for an immersive

virtual cycling game. The system is designed to provide a testbed for emotion recognition

sensors and algorithms as well as emotion provocation applications, to enable emotional

provocation and the evaluation of participants’ emotional reactions while exercising. A flexible

and extensible architecture is applied, as multimodality is important for a reliable detection of

emotions, and the open architecture enables an easy integration of different technologies and

methods. Thereby an immersive setup is created that is able to provoke real and non-acted

emotions, without distracting the player by difficulties in dealing with it.
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An event-based method is developed to recognise emotions by analysing facial expressions

and physiological data. Moreover, the event-based methods for emotion detection are en-

hanced by soft real-time abilities to enable a dynamic system response.

A virtual cycling game is designed to provoke specific emotions by tailored game elements.

Thus, an experiment is designed and conducted to showcase the system’s ability to provoke

emotions. Moreover, the influences of personality traits on emotional responses is anal-

ysed.

The concept of adaptive game play is developed to steer the participants on a predefined

emotional path by crafted emotion provoking game elements. An experiment is designed

and conducted to evaluate the presented concept and crafted multi-emotion provoking game

scenes. All experimental data are collected, thereby creating a database of non-acted emo-

tions.

The results of the experiments are summarised, and the transferability or generalisation of

the applied methods is discussed.

1.5. The Authors Role in the EmotionBike Project

The presented thesis is part of a research project at the University of Applied Sciences in

Hamburg (HAW). The project idea has been developed by the supervising professor at the

HAW, Prof. Dr Kai von Luck, the external supervisor Dr Florian Vogt, another PhD student

Arne Bernin, and the author of this thesis. The project was funded by the faculty of engineer-

ing and computer science at the HAW. The project scope included budget for the technical
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setup and for two part-time jobs to maintain the system setup. The author of this thesis

was funded by a scholarship; therefore another part-time employee was hired. Thereby the

EmotionBike platform became a joint project between Arne Bernin, Sobin Ghose and the

author of this thesis. Many students joined the team during the project duration. Some

were involved in bachelor- and master projects, and others were paid to implement parts of

the infrastructure or support the experiments. A detailed list of names can be found in the

Acknowledgements of this work.

As a part of this thesis, an intense literature review is presented and research gaps in the

field of affective computing are described. Based on these gaps, the thesis presents contri-

butions to knowledge in Section 6.2; the corresponding system requirements are described

in Chapter 3. The author’s main challenge was to ensure that the system meet all require-

ments to enable it to recognise and provoke emotions in an exergaming setup, as well as

to provide a dynamic system response to the emotional reactions. To evaluate the affective

system the author designed and conducted two experiments, which are described in Chapter

4 and 5.

The design of the technical architecture of the EmotionBike system was mainly developed by

Arne Bernin. A physical cycling exercise machine was enhanced by steering capabilities; the

pedal resistance was made software controllable and transferred into a virtual cycling racing

game. The author of this thesis defined the requirements described in Chapter 3 to provoke

different specific emotions by software controllable game scenes. The author applied various

tests to the technical setup and the physical exergame controller, because the physical setup

should not influence the emotions of the participants during the experiments, for instance by

insufficient controls.



1. Introduction 31

One of the requirements was that all sensor data and the game events must be logged

into the system to enable the analysis of emotional reactions. The author applied various

tests to the emotion sensors and the data acquisition system. In addition to the need for

reproducibility, the logging of all data was required to ensure the setup of a database with

non-acted emotions. The author introduced a novel method for exergames to recognise

emotions by facial expressions, as published in (Müller et al. 2015), and combined it with the

analysis of physiological data as published in (Müller et al. 2016).

The requirements for the game design were defined by the author and are described in

Chapter 3. The crafted game objects were chosen from freely available assets of the Unity

Asset Store1. The technical implementation in Unity was carried out by a student team mem-

ber, Sebastian Zagaria (first experiment). For the second experiment the requirements were

enhanced by the author to ensure a dynamic system response and adaptation, including

software controllable game events and a configurable difficulty. Jörn Lambert, a games mas-

ter student at the HAW, was paid for the implementation of the game scenes of the second

experiment. The author of this thesis tested the game scenes for both versions in preliminary

studies with friends and students to improve the emotional provocations of the game scenes.

Subsequent to those preliminary studies, the game scenes were refined in discussion with

the respective developer.

The author introduced a novel concept of dynamic game play adaptation that ensures a

predefined path of emotions based on using the designed game scenes, and published it

in Müller et al. (2017a). Furthermore, multi-emotion provoking game scenes were designed

and evaluated by the author and published in Müller et al. (2017b).

1https://www.assetstore.unity3d.com/en/
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1.6. Thesis Structure

Chapter 2 summarises related affective computing literature. It provides an overview of emo-

tion theories, and of methods to provoke and recognise emotions. Furthermore, it illustrates

recent approaches of affective systems, and summarises experimental methodologies to

evaluate such systems. At the end, identified research gaps are presented by differentiating

between this thesis and other approaches.

Chapter 3 presents a new physical cycling game interface that provokes, records and anal-

yses emotions. The loosely coupled system design supports an easy integration of new

sensors for emotion recognition and thus provides a testbed for various affective technolo-

gies. Moreover, the design enables user studies, which are important for the evaluation of

affective systems.

In Chapter 4 an experiment is designed and a case study is described, which was conducted

to demonstrate that tailored game events are able to provoke specific emotions. In addition,

two novel event-based emotion analysis methods are presented. The first method is based

on emotional reactions in facial expressions; the second enhances the facial expression

analysis by physiological data.

In Chapter 5 the analysis method is enhanced by real-time capabilities to enable a dynamic

system response. It further illustrates new entertaining content, which contains multi-emotion

provoking game elements. Moreover, it presents the results of a second case study that was

conducted to evaluate the presented novel concept called Emotional Journey.

Chapter 6 summarises the thesis and discusses the transferability or generalisation of the
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applied methods. Furthermore, it highlights the main contributions to knowledge and future

research perspectives.

Figure 1.2 illustrates the structure of this PhD thesis.

Figure 1.2.: Thesis Structure



2. Review of Related Literature

In this chapter an overview of recent methodologies in the field of affective computing is

presented. The term "affective computing" was coined by Rosalind Picard (Picard 1997a)

and according to Calvo and D’Mello (2010) her book was a landmark, which prompted a wave

of interest in the research of improving human-computer interactions by means of emotions.

Affective applications are designed to recognise and influence emotions, or to have their own

emotions.

This PhD thesis is about designing, building and evaluating an affective system, as illustrated

in Figure 2.1. The design of an affective system requires a suitable emotion theory (Section

2.1), as affective computing is an interdisciplinary field (Zeng et al. 2009). In addition, the

emotional provocation (Section 2.2) needs to be defined to build an affective system. It is also

important to have an overview of recent affective systems (Section 2.3), as the research field

and its results are growing rapidly. New approaches have a significant influence on emotion

recognition techniques, and reliable emotion recognition (Section 2.4) is essential for an

affective system. Moreover, the thesis also presents an overview of state of the art affective

computing experimental designs (Section 2.5), as the evaluation of affective systems is a

challenging task.
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Figure 2.1.: Components of Related Research

2.1. Emotion Theories

An adequate emotion theory is essential for the design of affective systems (Calvo and

D’Mello 2010). However, it is a very challenging task to find an appropriate theory in the

highly interdisciplinary field of affective computing. Many terms are used synonymously, and

sometimes even contradictory definitions can be found in related research. Moreover, often

different emotion theories are suitable for an application. In the following, an overview of the

relevant terms for this thesis and their definitions is provided, as well as selected emotion

theories.

According to Scherer (2000) and Scherer (2005), the term emotion is a hypothetical construct

that is hard to define. He also claims that it has often been used incorrectly, for instance

by James (1884) in his work "What is an emotion", as that relates to feelings rather than

to emotions. A review of various emotion definitions was presented by Kleinginna Jr and

Kleinginna (1981). "Emotions, feelings, moods, attitudes, affective styles, and temperament"

were described as relevant affective phenomena in Calvo and D’Mello (2010), who also

provide a comprehensive overview of the modelling of affects in the research field of affective
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computing. In the following relevant terms for this thesis are presented: Feeling, Affect,

Emotion, Expression, Appraisal and Mood.

Feeling: Scherer (2000) described the term Feeling as a subjective experience of emotional

arousal.

Affect: According to Scherer (2000) the words Emotion and Affect are used synonymously,

but by some researchers they are restricted to the valence aspect of feelings (e.g. positive

vs. negative). In this work both terms are used synonymously, but focus mainly on the term

Emotion.

Emotion: Calvo and D’Mello (2010) describe Emotions as very complex and fuzzy, as

well as indeterminate and elusive constructs. According to Hakim, Marsland, and Guesgen

(2013), Emotions are dynamic and vary continuously in intensity, duration and persistence

with time.

Expression: According to Ekman and Friesen (1976) and Scherer (2000), Expressions are

muscular actions in for instance someone’s face, vocal cords or hands.

Appraisal: Scherer (2000) describes Appraisal as an evaluation of the significance of an

event.

Mood: According to Scherer (2000) Mood lasts longer than Emotions. In addition, Mood is

not necessarily related to a specific event. According to Becker (2003) a person’s Emotion is

strongly related to a person’s Mood, thus a person who is in a positive Mood will not react as

aggressively as if he or she was previously in a negative Mood.
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Many related works focus on the term Emotions (Calvo and D’Mello 2010), others apply

the term Affect instead of emotion (Zeng et al. 2009). This PhD thesis focus on the term

Emotion. The practised terminology in related research is often intertwined with the emotion

theories beyond research. All emotion theories are very controversial in psychology, and

according to Hakim, Marsland, and Guesgen (2013) there is still no objective definition of

emotions in psychology. A classification of recent methodologies in emotional modelling is

thus a challenging task. The presented thesis is written by a computer scientist and thus no

judgement will be made. However, an overview about relevant models is presented in the

following, due to its importance for designing affective systems.

Two computational views on emotional modelling are outlined: Discrete Modelling of Emo-

tions and Dimensional or Continuous Modelling of Emotions. The underlying concepts

of these two ways of modelling have been adapted and applied in other emotion theories

as well. Psychological categories have for instance been described by Calvo and D’Mello

(2010), who presented six theoretical perspectives on emotions: Emotions as Expressions,

Emotions as Embodiments, Cognitive Approaches to Emotions, Emotions as Social

Constructs, Neuroscience, Core Affect and Psychological Construction of Emotion.

Emotions as Expressions includes the theories of Darwin (1872), that emotions in the hu-

man’s face are universal and inherent. Furthermore, it contains the discrete emotional mod-

elling of basic emotions proposed by Ekman and Friesen (1976). Thus, in this thesis it will be

called Discrete Modelling of Emotions and be thereby described as a computational view.

Calvo and D’Mello (2010)’s description of Core Affect and Psychological Construction of

Emotion includes related research, which is described as Dimensional Modelling of Emo-

tions in this work, and thus is also described as a computational view. Furthermore, the
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theories categorised as Emotions as Embodiments are called Body Response Theories,

as in this work they also describe theories of body changes influencing emotions. Moreover,

the categories Emotions as Social Constructs and Cognitive Approaches to Emotions

will be summarised due to their relevance for this work. Details of Neuroscience aspects

are not provided, as they are not the focus of this PhD thesis.

In psychology, the theories of emotions are very controversial. Calvo and D’Mello (2010)

complain about the fact that a best practice of modelling has not yet been developed. The

approach of modelling an emotion as a point in a valence arousal space is as acceptable

as a categorisation to predefined labels. Picard (1997a) herself advocates pragmatism in

setting up affective systems.

2.1.1. Discrete Modelling of Emotions

In his work "The expression of the emotions in man and animal" Darwin (1872) hypothesised

that the expressions of emotions in the human face are universal and inherent. Ekman (2004)

stated that he started his work with the idea of disproving this theory, because he believed

that emotions are culturally appropriated. However, it was not possible for him to disprove

it. On the contrary, as a result of his research with aboriginal people in Papua New Guinea,

Ekman (2004) found that six basic emotions are universal. He showed pictures of emotional

facial expression of Caucasian people to Papua New Guineans and vice versa. He claimed

that six emotional expressions are universal: happiness, sadness, surprise, disgust, anger

and fear, as illustrated in Figure 2.2. Therefore, he defined a theory of six Basic Emotions

expressed by facial expressions. Furthermore, he asserts that there are unique expressions

for the different emotions, which he used to explain that the facial muscle movement by the
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expression of emotions is similar for all humans. Many works are based on the six basic

emotions: anger, disgust, fear, joy, sadness and surprise, although Ekman (2016) raised the

number to seven by adding contempt.

Figure 2.2.: Basic Emotions

Ekman and Friesen (1976) proposed the Facial Action Coding System (FACS), a system

to measure facial movements, called Action Units (AUs). Trained FACS coders are able to

categorise basic emotions on the basis of AUs expressed in a human’s face. In the last

decades computer vision methods have become more sophisticated, and applied FACS to

support a non-intrusive way of emotion detection. Nowadays there are various systems to

measure facial expressions, which will be further described in Section 2.4.1.

An advantage of the theory of basic emotions is that a discrete labelling scheme matches

the experiences of people, as they often fail to describe every range of emotion (Zeng et al.

2009). It is a frequently applied emotion theory in affective computing, as the recognition of

basic emotions is very common in related literature (Stratou et al. 2013; Hakim, Marsland,

and Guesgen 2013), although, as mentioned, all theories are controversial. One major criti-
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cism of the basic emotion theory is that such a discrete categorical approach may not reflect

the complexity of affective states such as "thinking, embarrassment or depression" (Gunes

et al. 2011a).

To summarise, Ekman and Friesen (1976)’s theory of universal emotions expressed by facial

expressions supports a non-intrusive way of emotion detection, and there are well-studied

systems to measure facial expressions. Therefore, they are part of this PhD research. More

details are presented in Section 2.4.1.

2.1.2. Dimensional Modelling of Emotions

According to Becker-Asano (2008) the first ideas of a dimensional view on emotions were

proposed by Wundt (1863) and includes three axes, ranging from pleasure to displeasure,

excitement to inhibition, and tension to relaxation. A widely used dimensional model, the

"Circumplex Model of Affect" was proposed by Russel (1980) and describes a 2D way of

modelling emotions, as presented in Figure 2.3. The arousal axis ranges from inactive to

active and measures how energised or soporific one feels. The valence axis ranges from

unpleasant (e.g sad, stressed) to pleasant (e.g. happy). Garbas et al. (2013) describe

this model as an attempt to map emotion labels in a two-dimensional continuous emotion

space, and mention that it was enhanced by Scherer (2005). Garbas et al. (2013) utilised

a valence-based approach, using the classifications by Russel (1980) and Scherer (2005)

to divide training data of available databases into positive and negative valence. They also

cluster faces without emotional responses present as neutral, and label the emotions: happy,

angry, disgusted, sad, frightened, surprised. However, they excluded surprise, based on

the findings of Russel (1980) that it is neither positive nor negative. The work of Garbas
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et al. (2013) is located like many other affective computing systems in the area of market

research. Market research setups often include a static desktop scenario and thereby they

do not require a natural interaction, as it was required in this work.

Related works use the term activation-evaluation space (Hakim, Marsland, and Guesgen

2013) or valence-activation space, which is similar to valence arousal (Gunes et al. 2011b).

Figure 2.3 illustrates the two axes of valence and arousal, which are the most commonly

applied dimensions.

Figure 2.3.: Dimensional Modelling of Emotions

Plutchik presented a wheel of emotions that consists of the eight fundamental emotions: joy,

surprise, sadness, disgust, anger and anticipation (Plutchik 2001). It also includes more

advanced affect words and is used to illustrate different emotions in a nuanced way. It in-

cludes the theory that primary emotions can be expressed at different intensities and can mix

with one another and thereby form different emotions. Another two-dimensional model has
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been introduced by Thayer (1990). One dimension displays energy and the other describes

tension.

A third dimension of dominance can be added to the two-axes model, which ranges from feel-

ing helpless to feeling empowered (Koelstra et al. 2012). The combination of the axis plea-

sure arousal and dominance is often called "Pleasure Arousal Dominance (PAD) space"

and was introduced by Russell and Mehrabian (1977). Various related literature applies the

PAD space to model emotions (Becker-Asano 2008; Soleimani and Kobti 2013).

A major criticism is that the dimensional approach is not intuitive for raters, as it allows to

label a range of emotions (Zeng et al. 2009).

2.1.3. Body Response Theories

According to Calvo and D’Mello (2010) it was James (1884), who linked the theory of ex-

pression with physiology. The James-Lange Theory describes emotions as changes in the

sympathetic nervous system, which is a part of the autonomic nervous system (ANS). Ac-

cording to Brandstätter et al. (2013), Lange (1887, Danish org. 1885) published the same

ideas almost at the same time as James (1884). Thus, the theory includes the name of the

two authors William James and Carl Lange. The theory states that physiological arousal

instigates the experience of an emotion, thus the physiological reaction is prior to the brain’s

perception. It can be described as a person feeling sad because he or she is crying. This is

a critical point of this theory since it is also possible that a person cries because he or she

feels happy, therefore more information is required.
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Many researchers in the field of affective computing apply physiological sensors, as physio-

logical changes have been shown to be related to emotions (Koelstra et al. 2012; Kindness,

Mellish, and Masthoff 2013a). Moreover, Picard and Daily (2005) claim that physiological

measurements allow to observe affective states, even without relying on personal judge-

ments of emotional states.

According to Brandstätter et al. (2013) a further theory was developed in the 1970’s: the

neo-Jamesian theory investigated the influence of changes on mimics and gestures on

emotions. For instance, Strack, Martin, and Stepper (1988) showed that mimic changes

have the ability to influence emotions. In their experiment they asked participants to put

a pencil between nose and lips, which affects the same muscles as a natural smile, and

presented them with emotional stimuli (they used funny cartoons). Their results showed that

the affective experience was influenced; the participants with the pencil rated the cartoons

as funnier than the control group.

Furthermore, there is related research applying physiological measurements, which is fo-

cused on stress because it is asserted to negatively influence health (Kudielka et al. 2007;

Organization 2001; Giraud et al. 2013b), well-being and social interactions (Sharma et al.

2013). McCrae (1990) defined stress as "[...] a burden (or strain) placed upon individuals by

external events or conditions that tax their psychological capacities to adapt". The American

Psychological Association (last access: 2016-09-05) classified stress as: acute, episodic

and chronic. They define acute stress as short-term reactions to events, and mention that

it might be perceived as thrilling and exciting in small doses. Episodic stress is described

as episodes of acute stress. If stress is perceived over a long time it is classified as chronic

stress.
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Electrodermal Activity (EDA) increases with stress and anxiety but varies linearly with over-

all stress levels, while heart rate increases with arousal (Kindness, Mellish, and Masthoff

2013a). Moreover, it has been shown that stress can increase blood pressure (Koelstra et al.

2012). A low heart rate can be More details can be found in Section 2.4.2.

2.1.4. Social Constructs in Emotion Theory

According to Calvo and D’Mello (2010) it was Averill (1980) who claimed that emotions cannot

be explained by physiological or cognitive terms only. He postulated that emotions are also

related to social constructs. Opponents of the emotions as expression theory often utilise

this argument to question Ekman and Friesen (1976)’s theory of basic emotions described in

Section 2.1.1.

Sauter et al. (2010) investigated cultural differences in the intensity of emotional expressions,

and Scherer (2000) mentions cultural differences in event appraisal. Additional arguments

to strengthen this theory have been published in linguistic sciences, as there is no adequate

translation for each emotion in different languages (Russell and Sato 1995). Intercultural

differences have even been reported in research of social robots (Becker-Asano and Ishiguro

2011). Social influences are well known to effect emotional reactions. For instance, it has

been shown that the perception of being judged instigates a social-evaluative threat, which

induces stress (Dickerson and Kemeny 2004). The presented PhD thesis capitalises on

these effects to intensify the emotional provocation. Very challenging tasks are tailored to

induce ambition, which is often based on socially related emotions like for instance proud or

shame.
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2.1.5. Cognitive Approaches

According to Calvo and D’Mello (2010), Arnold (1960) is the pioneer of cognitive approaches

to emotions. Reisenzein (2006) also describes her as the pioneer of modern cognitive emo-

tion theory in psychology. Her theory is based on the idea that an event must be appraised

or evaluated in order for a person to experience an emotion. The events are examined for in-

stance regarding their ability to cope, their novelty or urgency, as well as their consistency to

the goals (Calvo and D’Mello 2010). Summarising the personal appraisal of an event causes

an emotional reaction.

Ortony, Clore, and Collins (1988) state that cognitive scientists assume that emotions arise

as an effect to a situation in the way it is construed by a person. As an example they mention

the results of a sports competition, where one team will be happy after the game but the other

team will have negative feelings. They proposed the OCC Model, which is commonly used

in related research to model emotions as cognitive appraisal (Calvo and D’Mello 2010). It is

highly applicable for emotion modelling of virtual agents (Steunebrink, Dastani, and Meyer

2009). It structures emotions in three types: events based, agent based or object based.

An event can be perceived as pleasant or unpleasant and can have consequences that can

affect the person himself or others, such as for instance the emotions of joy and pity. Actions

of agents can be construed as approving or disapproving and can lead to pride in case of

a self-agent and to admiration if it is focused on another agent. Objects can be liked or

disliked.

Another cognitive approach is The Component Process Model of Emotion by Scherer

(2005), which describes emotions as changes in five subsystems of an organism in response

to the personal evaluation of an event. Assuming that the stimulus event is relevant for a
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person, the emotion components include: appraisal, bodily symptoms, action tendencies,

motor expressions (facial, vocal) and emotional experience. According to Zeng et al. (2009),

Scherer’s appraisal-based approach is the most influential in modern psychology. Becker-

Asano (2008) developed the computational model of emotions (WASABI) for a virtual avatar,

which allows to model an avatars mood and emotions and uses the PAD space. Furthermore

Becker-Asano and Wachsmuth (2010) distinct between primary and secondary emotions.

Primary emotions are expressed as immediate responses to a stimulus. Secondary emotions

arise from a higher cognitive process which is learned in the social environment (Becker-

Asano and Wachsmuth 2010; Becker and Wachsmuth 2006).

2.1.6. Summary of Emotion Theories

The terms Affect and Emotion are used synonymously in related research. The main cat-

egories of a computational representation are the Discrete Modelling of emotions and the

Dimensional Modelling of emotions. The description of emotions in affective computing

research as a point in a dimensional space is as acceptable as it is with predefined labels.

The main psychological theories are illustrated in Table 2.1. The theory of Basic Emotions

describes emotions as universal and inherent, while the Body Response theory defines

emotions as being related to physiological reactions. The theory of emotions as Social

Constructs is based on the idea that emotions appears in interactions with others. The

Cognitive Approaches additionally include personal experiences. All of the theories are

highly controversial in related research, however in this work no judgement is provided, as

all theories have a justification. The provocation and recognition of emotions is independent

from the underlying emotion theory, although the Body Response theory is often applied
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Theory or
Representation

Emotion
Processing

Pioneer Emotion
Trigger

Discrete representation Darwin (1872)
Dimensional /
Continuous

representation Wundt (1863)

Basic
Emotions

psychological
theory

universal and
inherent/innate

Ekman and
Friesen (1976)

Body
Response

psychological
theory

evolutionary James (1884)
and Lange
(1887, Danish
org. 1885)

closely related
to physiological
reaction

Social
Constructs

psychological
theory

interaction with
others

Averill (1980) social context
dependent

Cognitive psychological
theory

based on
personal
experience

Arnold (1960) situational self-
awareness

Table 2.1.: Psychological Theories and Representation

for physiological data analysis and the Basic Emotions theory for facial expression recogni-

tion.

2.2. Emotional Provocation

The provocation of emotions is an important part of some affective systems, thus an overview

of related research is provided. Different terms for Emotional Provocation exist. Wang and

Marsella (2006) for instance call it Emotion Evoking, however in this PhD thesis the term

Emotional Provocation is applied.

Various stimuli have been applied to provoke emotions, and an overview is presented in this

section. Affective systems with a focus on the detection and provocation of stress often apply

the term stressor instead of stimulus and will also be presented.
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2.2.1. Stimuli

A stimulus that has been used to provoke emotions in related literature is haptic. Tsalamlal

et al. (2013) for instance, propose a haptic device for the tactile stimulation with a mobile air

jet. The author developed new emotional interfaces in previous interdisciplinary works with

textile designers. These interfaces mapped sensed emotions based on facial expression

recognition to an abstract device. For instance, the emotion sensitive active surfaces called

"Lomelia", shown in Figure 2.4, expressed emotions by changing its physical attribute and

was designed to involve the viewer in an emotional dialogue. Further details can be found in

Müller et al. (2012a), Müller et al. (2012b), and Müller (2013).

Figure 2.4.: Emotion Sensitive Active Surface: Lomelia

Other commonly applied stimuli are video or movie clips (Munia et al. 2012; Cheng and

Liu 2013; Abadi et al. 2013). It has been shown that fast moving scenes or objects provoke

excitement (Koelstra et al. 2012). Jang et al. (2011), for instance presented emotional video

clips from films or sport shows with a length of 2-4 minutes. Sharma et al. (2013) used film
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clips to induce stress and Sharma and Gedeon (2013) provided stressful film clips to provoke

fear and tension combined with non-stressful films of mediation.

Music videos are used as stimuli to provoke emotions (Koelstra et al. 2012). It has been

shown that audio or acoustic signals are good for provoking emotions (Chittaro and Sioni

2013). In addition, instruments have been utilised in affective computing research (Glowin-

ski et al. 2013), and Alaoui-Ismaïli et al. (1997) utilised odorants as stimuli for basic emo-

tions.

Mixed media, for instance a power point presentation have been utilised as stimuli by Munia

et al. (2012), who additionally applied a question answer method in which participants

were asked to memorise emotional situations. Moreover virtual reality (Krieger, Lallart, and

Jouvent 2013) has been used as stimuli. Nasoz, Lisetti, and Vasilakos (2010) for instance

developed a virtual reality environment designed as a car interface.

Other commonly applied stimuli in related research are images (Wang and Marsella 2006).

The selection is often based on the International Affective Picture System (IAPS) (Garbas

et al. 2013), which was proposed by Lang, Bradley, and Cuthbert (2005).

It has been shown that video games are an excellent way to provoke emotions, as they allow

to trigger task-related emotions such as frustration (Wang and Marsella 2006).

2.2.2. Stressor

Related research with a focus on stress recognition uses the term stressor instead of stim-

ulus. According to Kindness (2013) and Lazarus (1999), any stimulus that results in a stress
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response is known as a stressor. Hong, Ramos, and Dey (2012) claimed mental arith-

metics, loud sounds and cold water pressor are common stressors. They analysed phys-

iological reactions to these stressors during physical activity. They did not include facial

expressions recognition although they might also be influenced.

Akhanda, Islam, and Rahman (2014) utilised mathematical problem-solving tasks and

memory tasks as stressors. Furthermore Singh, Singla, and Jha (2009) conducted a case

study that included mental tasks for thinking, long term memory activation, moving and

emotions. As emotional stressor they applied an aptitude problem.

A further commonly utilised stressor is public speaking tasks (Feldman et al. 1999; Pfister

and Robinson 2011). Those tasks are often based on the Trier Social Stress Test, which

was introduced by Kirschbaum, Pirke, and Hellhammer (1993). It consists of a simulated job

interview with the assignment to prepare a speech and present it in front of a jury of experts.

Subsequently the jury provides positive and negative feedback. It has been shown that the

test is successful in stress provocation by Kudielka et al. (2007). The test is often adapted

(Giraud et al. 2013b), for instance by Chellali and Hennig (2013), who utilised a high stake

public speaking task, a thesis defence, for their study. In psychology Dickerson and Kemeny

(2004) showed that social-evaluative threats are perceived as stressful, which is related to

the expectation that a bad performance will be negatively judged by others.

Video games have been applied as a stressor. It has been shown that stress can be induced

by negative feedback in gaming scenarios (Wallbott and Scherer 1991), but the results are

controversial (Friedrichs et al. 2015). In the presented PhD thesis game scenes are particu-

larly tailored to provoke stress.
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2.2.3. A Controlled Exergame Environment to Provoke Emotions

It has been shown that games offer a sophisticated and systematic way of provoking emo-

tions through game events, due to a fully controllable environment (Wang and Marsella

2006). In this PhD thesis the advantages of a controllable game environment are com-

bined with a controllable physical cycling exercise machine. Thus, physical effort can be

applied as a supplementary opportunity of provoking emotional responses in the presented

exergame.

The term exergame is a portmanteau of "exercise" and "gaming" (Hoda, Alattas, and El

Saddik 2013). Games that focus on exercises are also called exertion games in related

research (Chatham and Mueller 2013; Walmink, Wilde, and Mueller 2014). However, in this

PhD thesis the term exergame is applied.

Much research in the field of exergames is motivated by the idea to fight the worldwide

obesity problem, which can lead to health problems such as diabetes, cardiovascular disease

or high blood pressure. Furthermore, it has been shown that exergames have the potential to

encourage a healthy and active lifestyle (Hoda, Alattas, and El Saddik 2013; Malaka 2014).

A balanced workout programme and adequate nutrition are very important today, due to the

increasingly sedentary lifestyle (Hamilton et al. 2012). Accordingly, physical activity improves

physical health (Lathia et al. 2016).

Motivation is crucial for exercise (Süssenbach et al. 2014) and entertainment can be highly

motivating. Warburton et al. (2007) found evidence that combining video games and indoor

cycling leads to a greater positive impact on health than other types of cycling. Accordingly,

a combination of indoor cycling and video games is able to increase physical fitness (Hoda,
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Alattas, and El Saddik 2013; Warburton et al. 2007). Moreover, Hoda, Alattas, and El Saddik

(2013) found that the combination of a game with a physical bike has a significant effect on

speed, average rotation per minute and heart rate by motivation, resulting in an improved

exercise. Furthermore, they described a better user experience as a key success factor of

exergames and found that exergames are more entertaining and more encouraging to people

with a basic activity level. They used a casual exercise machine which does not support any

steering capabilities. The game experience could be improved by more degrees of freedom

in interacting with the game environment. Furthermore they focus on heart rate data and did

not analyse the emotional reactions in the participants faces.

Biddle, Fox, and Boutcher (2000) linked physical activity to emotion and mood. Lathia et al.

(2016) also found that people are happier while exercising physically. Thus, physical activity

has a positive effect on a person’s well-being. As a matter of fact, Süssenbach et al. (2014)

claimed sports to be crucial for health and well-being, and Lathia et al. (2016) found that

people are happier if they are more physically active. However, another interpretation might

also be true; happier people are more physically active.

In this work, new entertaining content is illustrated to support an exciting experience through

gaming and exercising. The presented controlled exergame environment enables the provo-

cation of stress or specific emotions through game elements that are based on a combination

of mental and physical stimulation.
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2.2.4. Summary of Emotional Provocation

Various stimuli have been utilised to provoke emotions, which are natural and spontaneous,

as they are different to acted emotions. In stress related research, the term stressor is often

used. Table 2.2 illustrates an overview of emotional provocation in related research, and

shows that many stimuli or stressors are based on a static perception. Others are correlated

with task performance of a choreographic process. There are only a few related works that

combine perception and performance aspects in the emotional provocation and even less

supports interactive and adaptive feedback or enhance their affective system with physical

activity.

Stimuli/ Stressor Physical Activity

media perception

haptic
odorants

audio
video clips

music videos
images

mixed media
Virtual Reality

task performance

mathematical problem solving
memory tasks
mental tasks

public speaking tasks
question answer method

play instrument X
sport X

perception and performance
video games
exergames X

Table 2.2.: Emotion Provocation Overview
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2.3. Affective System Approaches

Affective systems have been shown to enhance the quality of human-computer interaction

by making it more usable, enjoyable and effective (Calvo and D’Mello 2010). Affect-sensitive

tutoring systems for instance can be enhanced by an adequate reaction to students’ frus-

tration to increase motivation and improve learning gains (Sidney et al. 2005; Schaaff and

Adam 2013; Nasoz and Bayburt 2009), as it has been shown that affective states influence

learning outcomes (Grafsgaard et al. 2013).

Affective learning systems often focus on emotions like confusion, frustration, boredom

(Calvo and D’Mello 2010) or even anxiety (Nasoz and Bayburt 2009). Grafsgaard et al.

(2013) for instance focused on frustration detection by analysing relationships in automat-

ically detected Action Units (AUs), affective outcomes, and learning gains in a corpus of

computer-mediated human-human tutoring. Sidney et al. (2005) developed a tutoring system

(called AutoTutor) that classifies emotions by facial expressions, body movement and speech

analysis. Other related research of affective learning systems has focused on providing ap-

propriate feedback to increase motivation by considering the user’s personality. Dennis, Mas-

thoff, and Mellish (2013) developed a system providing feedback about learning performance

combined with emotional support.

Affect detection has been applied in various areas. It has been claimed to support hyper-

narrative movies (Abadi et al. 2013) and has been utilised for mimicry recognition (Bi-

lakhia, Petridis, and Pantic 2013). It has also been used in the fields of medical and fitness

applications, for instance to assist psychologists in the automatic recognition of depres-

sion. Alghowinem et al. (2013) found by analysing head pose and movement that depres-
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sive persons did not change their head position as often as a control group. Moreover, they

move their head more slowly and spend more time looking down or to the right. The au-

thors conclude that depressed persons might avoid possible eye contact, or that they are

tired. Stratou et al. (2013) found gender relevant for an automatic assessment of depression

and post-traumatic stress disorder (PTSD). In their study women showcased more emotional

variability than men in distressed and non-distressed conditions.

Related affective computing research has shown that the perception of virtual avatars by

humans changes if avatars simulate human-like behaviour (Becker-Asano 2008). The agents

are assumed to be more trustworthy and believable if they, for instance, apologise (Becker

et al. 2005). Embodied conversational agents have been developed that are able to dis-

play empathy or engagement, motivate people and give confidence (Gunes et al. 2011b).

Other works focus on a more natural appearance of virtual avatars. Ochs, Prepin, and

Pelachaud (2013) facilitated a more natural smile, and Amini and Lisetti (2013) presented

an open source software to generate realistic facial expressions on 3D virtual characters.

Moreover, Liebold and Ohler (2013) found that multimodality enhances the user perception.

Their results showed that virtual avatars that use multimodal expressions such as facial ex-

pressions and prosody have higher recognition rates.

Affective computing research has already advanced from virtual avatars to physical an-

droids (Becker-Asano 2011). Human replicas that appear almost, but not exactly, like real

human beings often provoke feelings of eeriness or revulsion, described as Uncanny Val-

ley (Mori, MacDorman, and Kageki 2012, Japanese orig. 1970). Thus, related research

forces the development of human-like facial expressions (Becker-Asano and Ishiguro 2011)

or laughter (Becker-Asano et al. 2009), to overcome these effects (Becker-Asano et al. 2010).
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The research of human-like robots has reached a stage where the robot itself is not even

recognised as a robot in certain circumstances. In a case study Pütten et al. (2011) showed

that persons who had no direct eye contact with the robot often mistook the android for a

human. Mazzei et al. (2012) in fact applied an android in behavioural studies on children

with autism.

Dialogue systems that support a natural verbal interaction are essential for human-robot

interaction. The robot head "Flobi" (Lütkebohle et al. 2010) for instance has been used to

play the game "pairs" with humans by using a dynamic dialogue system (Kipp and Kum-

mert 2014). Multimodality is crucial for such systems. Kennington, Kousidis, and Schlangen

(2014a), Kennington, Kousidis, and Schlangen (2014b), and Baumann and Schlangen

(2012) for instance presented an architecture that makes it easy to plug in different sen-

sors. They use the Google web speech API, a Leap motion sensor1, a Microsoft Kinect2

camera and an eye-tracker. They applied their dialogue system for driving scenarios and

tracked driver attention (Kousidis et al. 2014).

Related research in the area of fitness applications was introduced by Süssenbach et

al. (2014). They developed an indoor cycling companion to motivate persons during their

exercises by utilising a NAO3 robot.

Another field of related research is biofeedback systems. These systems provide feed-

back about the measured physiological data to the user, for instance to cause a calming

effect. However, the results are highly controversial, since for instance Raaijmakers et al.

(2013) found no significant effects by evaluating skin conductance and heart rate variability.

1https://www.leapmotion.com/
2https://developer.microsoft.com/en-us/windows/kinect
3https://www.ald.softbankrobotics.com/en
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Walmink, Wilde, and Mueller (2014) in turn developed a bicycle helmet that displays heart

rate data and found that it results in a social interplay and facilitates engagement with the

exertion activity.

One industry that benefits significantly from affective computing research is the entertain-

ment sector. Thus, many commercial games (Christy and Kuncheva 2014) have been devel-

oped during the last decade in the field of affective games. Affective games are described

as a form of gameplay where the current emotional state of a player is used to alter the

game mechanics (Gilleade, Dix, and Allanson 2005). Affective games often use biofeedback

in their design, but according to Gilleade, Dix, and Allanson (2005) a game can also be af-

fective without offering biofeedback. Wang and Marsella (2006) for instance introduced the

Emotion Evoking Game (EVG), a dungeon role playing game that is designed to provoke

emotions. Their aim was to support the development and analysis of new techniques for

recognising emotions and generating human-like facial expressions for virtual avatars. Their

ideas are based on the Geneva Appraisal Manipulation Environment (GAME) project (Kaiser

and Wehrle 1996), which is a tool to generate experimental Pacman-type computer games.

In their case study Wang and Marsella (2006) offer different emotional events to the partic-

ipants. Their sequence started with inducing boredom, followed by surprise, joy, anger and

disappointment. In addition they claim that social emotions like guilt can be triggered. They

did not provide a dynamic game play which would provide an improved game experience.

Vachiratamporn et al. (2014) applied a survival horror game as experimental environment

for an affective game. They analysed heart rate and electroencephalography (EEG) data

and changed the timing of horror events based on the player’s affective states, but found no

significant differences between in the EEG data for the affective and non-affective version
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of the game. Their approach is based on a static desktop scenario of a person sitting in

front of a computer, therefore their analysis methods cannot easily be applied in exergaming

scenarios.

Negini, Mandryk, and Stanley (2014) adapt the game difficulty in a first-person shooter

regarding Galvanic Skin Response (GSR) data and found that affectively adapted games

enhances participants’ arousal. They also evaluated different strategies of game manipula-

tion and found that supportive strategies, e.g. giving the player tools needed to overcome

challenges, are more effective than changing the strength of enemies. Parnandi, Son, and

Gutierrez-Osuna (2013) presented a racing game that adapts game difficulty automatically

based on physiological data analysis and used speed, road visibility in weather conditions

and steering jitter. They mention that an adaptive affective game should be intuitive, engag-

ing, and amendable to adaptation, and describe the advantages of a game of the car-racing

type as intuitive, easy to learn, highly dynamic and enabling multiple forms of adaptation.

The EmotionBike game is designed as a bicycle fun-racer, which is similar to car-racing

games. However the introduced dynamic system control goes further than changing game

difficulty. Instead the story path is adapted to the measured affective state.

2.3.1. Summary of Affective System Approaches

This section presented affective system approaches that apply a response to provoked emo-

tions. Different interpretations and areas of research in affective computing were illustrated

to provide an overview of the current approaches in the area in which the current thesis is

located. Table 2.3 illustrates the main areas with major impact, such as optimal learning sys-
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Affective Systems
and Applications

Recognition Provocation System
Emotions

Goal

affective learning
systems

X X optimal learning

hyper-narrative
movies

X X interactive entertain-
ment

mimicry recognition X behaviour influence
depression
recognition

X medical prevention

virtual avatars X X X behaviour modelling
physical androids /
social robots

X X X behaviour modelling

dialogue systems X X (X) human-computer in-
teraction

biofeedback systems (X) X behaviour influence
affective games X X interactive emotional

experience

Table 2.3.: Affective Systems and Applications Overview

tems, which are able to adapt to emotional reactions. The column system emotions shows

systems that models emotions for the system itself like for instance virtual avatars.

2.4. Emotion Recognition

Reliable emotion recognition is crucial for affect-sensitive interfaces, as an adequate reaction

to users’ emotional states is required. The recognition is a tedious task, as emotions are con-

structs with fuzzy boundaries and individual variations in expression and experience (Calvo

and D’Mello 2010). Related research is often based on multimodal approaches, because ev-

ery detection modality has advantages and disadvantages. Emotions can be recognised by,

for instance, evaluating facial expressions, physiological data, voices, spoken words, written
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text, thermal changes, gestures or posture. Even mouse activity has been evaluated to clas-

sify affective states, with features such as pressure or frequency of clicking and trajectories

of movement (Yamauchi 2013).

Speech based emotion recognition has often been applied in affective computing research

(Snel and Cullen 2013; Li et al. 2013; Giraud et al. 2013b; Yu, Zhou, and Riekki 2009). Voice

is a promising signal for affect recognition, due to its low-costs, non-intrusiveness and fast

time resolution. Emotion recognition from speech analysis can on the one hand be done by

evaluation of the semantic of spoken words, and on the other hand by a prosody analysis.

Pitch can be matched to arousal, but the recognition rate of basic emotions is somewhat

lower than that of facial expressions (Calvo and D’Mello 2010). Sapru and Bourlard (2013)

found that language style and acoustic features are correlated with social roles, which makes

emotion recognition from speech a challenging task.

Text-based emotion recognition was carried out by Chatzakou et al. (2013) who anal-

ysed Twitter feeds regarding their emotional intensity, or by Barros, Rodriguez, and Ortigosa

(2013) who analysed poems. A main challenge of a text-based emotion recognition is dis-

ambiguation.

Another important part of human communication that has been studied for affect recognition

is laughter detection (Urbain, Çakmak, and Dutoit 2013). Petridis, Leveque, and Pantic

(2013) for instance developed a system to automatically detect laughter from audio and video

features. Moreover, McKeown et al. (2013) and Griffin et al. (2013) used body movement to

recognise and categorise laughter.

According to Calvo and D’Mello (2010) postural and body language based emotion recog-
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Modal Recognition System
speech speech recognition

speech / body laughter detection
hand and arm gestures gesture recognition

body posture posture recognition
facial posture facial expression recognition
body signals physiological signal interpretation

Table 2.4.: Emotion Recognition Overview of Modalities

nition is very promising for affect recognition. Giraud et al. (2013a) found that displacements

of the centre of gravity during a public speaking task are related to negative emotions. They

analysed video data combined with the measurement of a force plate. In their setup they did

not analyse the gestures of a speaker, although it has been shown that Gestures are related

to affective changes (Samadani et al. 2013; Chellali and Hennig 2013). Table 2.4 provides

an overview of emotion recognition systems.

The most promising techniques for emotion recognition are based on facial Expressions

and physiological sensors. Both have been integrated into the EmotionBike system, and

more details are provided in the following. Furthermore, an overview of multimodal affective

computing databases is presented and fusion strategies are described, as many emotion

recognition systems are based on multimodal input.

2.4.1. Facial Expression Recognition

Facial Expression Recognition (FER) has been studied in various applications (Almaev and

Valstar 2013): public speaking tasks (Giraud et al. 2013b), affective cinemas (Abadi et al.

2013), or in measuring political preference for an election debate (McDuff et al. 2013). How-

ever, the majority of available commercial software has a focus on market research. In the



2. Review of Related Literature 62

following, current challenges of FER will be presented, and two state-of-the-art software tools

will be described. However, automatic FER systems do not match humans (Asthana et al.

2009; Brick, Hunter, and Cohn 2009; Hoque, El Kaliouby, and Picard 2009).

Before a facial expression analysis can be performed, the face needs to be detected and the

image normalised in size and rotation (Garbas et al. 2013). This rotation and normalisation

is a challenging task for the facial expression recognition tools, which are available on the

market. In addition, changes in lighting conditions and clutter (Zeng et al. 2009) are difficult,

as is too much head movement (Dhall 2013). Moreover, context control is important for facial

expression recognition (Aviezer et al. 2008; Barrett et al. 2007). Further information about

current challenges as well as a comparison of tools available on the market is presented in

our work published in Bernin et al. (2017).

Facial expression recognition systems that are based on machine learning (Donato et al.

1999; Bartlett et al. 1999) often apply FACS (see Section 2.1.1) coded images as training

input. Different areas of interest in the face are categorised as AUs and can be linked to the

basic emotions. According to Bartlett et al. (2003), spontaneously occurring facial expres-

sions differs substantially from acted ones, however many labelled databases are based on

acted facial expressions. A reason for this is that the labelling of spontaneous facial expres-

sions is very time consuming and error prone (Zeng et al. 2009). Thus, many available FER

systems utilise artificially portrayed data under controlled recording conditions as training

data (Garbas et al. 2013).

A tool that is commonly used in related literature (Stratou et al. 2013; Grafsgaard et al. 2013)

is called CERT (Computer Expression Recognition Toolbox) and was introduced by Littlewort

et al. (2011). It is based on machine learning algorithms to train the emotion recognition in
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image sequences showing FACS coded emotions. Gabor filters, the AdaBoost algorithm

and support vector machines are utilised for classification (Littlewort et al. 2011; Littlewort

et al. 2006; Bartlett et al. 2003; Bartlett et al. 2006). It provides a probability value for the

successful recognition the emotions: joy, disgust, anger, fear, neutral, sad, surprise and

contempt. In this PhD thesis CERT was applied to the first experiment (see Chapter 4) but

was substituted with its successor called Emotient4, due to its real-time abilities (see Chapter

5).

As already mentioned, the emotion theories are controversial, thus facial expression recog-

nition has also utilised facial feature points instead of calling it AUs (Hakim, Marsland, and

Guesgen 2013; Bilakhia, Petridis, and Pantic 2013; Petridis, Leveque, and Pantic 2013).

Another library that is commonly used in related literature is called SHORE (Sophisticated

High Speed Object Recognition Engine) and was introduced by Küblbeck and Ernst (2006).

They presented an illumination invariant approach to face detection that was enhanced by

gender and facial expression classification by Ernst, Ruf, and Kueblbeck (2009). SHORE

detecs the emotions: happy, sad, surprised and angry. Garbas et al. (2013) enhanced the

system by a continuous facial expression recognition system to measure valence in real-

time. The author applied SHORE in my previous works with textile designers (Müller et al.

2012b; Müller et al. 2012a; Müller 2013), and in related research SHORE has been utilised

to for instance recognise emotions in the interaction between children with autism and an

android (Mazzei et al. 2012), for basic emotion analysis (Stratou et al. 2013) and even for

FER of great apes (Ernst and Kublbeck 2011). However, in this PhD thesis CERT and

its successor Emotient are applied due to more available emotions. In the EmotionBike

experiments frustration is provoked and therefore needs to be recognised.

4https://imotions.com/emotient/
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Modal Recognition System Classification
speech speech recognition

speech / body laughter detection
hand and arm gestures gesture recognition

body posture posture recognition
body signals physiological signal interpretation

facial posture facial expression recognition
facial feature points

facial action coding system
direct emotion mapping

Table 2.5.: Emotion Recognition Overview: Facial Expression Recognition

Table 2.5 summarises the ways of classification in facial expression recognition systems. A

classification of emotions by facial feature point evaluation is as acceptable as applying FACS

to the recognition system or mapping the emotions directly. All methods of classification are

based on machine learning techniques, thus the training data are more crucial to the results

than the classification.

2.4.2. Physiological Data Analysis for Emotion Recognition

Related research in the field of affective computing often integrates physiological data analy-

sis, which allows to observe reactions of the autonomic nervous system (ANS) (Raaijmakers

et al. 2013). An early study of correlations between physiological reactions and basic emo-

tions was presented by Ekman, Levenson, and Friesen (1983). These correlations have also

been investigated in more recent works, for instance by Jang et al. (2011). Physiological data

have been utilised to evaluate affective interactions. Prendinger, Becker, and Ishizuka (2006)

evaluated affective interactions with a physiology-based approach, instead of, or combined

with (Becker et al. 2005), utilising self-assessment questionnaires.
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Physiological data analysis has also been applied for fitness measurement systems. People

who are focused on improving their health through sports need to measure and monitor

their physical fitness, especially if they want to prevent obesity. Therefore Shih, Chao, and

Hsu (2011) introduced a health management system to support medical diagnoses and to

quantify training based on physiological data.

In affective computing research that applies physiological data, many terms are used syn-

onymously. Electrodermal Activity (EDA) for instance is also called Skin Conductance (SC).

Furthermore, many abbreviations differ between publications. Therefore an overview of ap-

plied terms and their abbreviations is presented.

Physiological data analysis has been used to analyse mental and physical user performance

to enhance affective computer systems (Akhanda, Islam, and Rahman 2014). There have

been many attempts to collect the data in a non-invasive way (Lee et al. 2010). Liu, Wang,

and Wang (2013), for instance, by recognising pulse rates with a standard web cam. A

commonly studied part of the physiological data is the pulse. A Photoplethysmogram

(PPG) sensor is a commonly used technique (Jang et al. 2011; Lee et al. 2010), mostly based

on a pulse oximeter that illuminates the skin and measures changes in light absorption. Other

terms in affective computing are Skin Blood Flow (SBF) (Giraud et al. 2013b) or Pulse Rate

(PR) (Liu, Wang, and Wang 2013).

Skin conductance (SC) has been shown to be a reliable source for affect recognition (Cheng

and Liu 2013; Jang et al. 2011; Chellali and Hennig 2013; Parnandi, Son, and Gutierrez-

Osuna 2013; Nacke et al. 2011; Giraud et al. 2013b; Abadi et al. 2013; Koelstra et al. 2012;

Negini, Mandryk, and Stanley 2014; Healey and Picard 2005). The terms electrodermal
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activity (EDA) and galvanic skin response (GSR) are used synonymously in related re-

search.

A promising source for emotion recognition is body temperature. Thermal cameras have

been used to analyse thermal infrared images to measure facial expressions (He et al. 2013).

Sharma et al. (2013) analysed thermal and video data from participants’ faces for automatic

stress detection. Skin temperature has also been utilised for affect recognition (Nacke et

al. 2011; Koelstra et al. 2012). The abbreviation used for the term skin temperature differs

between works; Jang et al. (2011) uses (SKT) and Giraud et al. (2013b) apply (ST).

Stress has been shown to increase blood volume pressure (BVP) (Koelstra et al. 2012),

or blood pressure (BP). In addition, BP can be used to calculate the heart rate (HR) by

identification of heart beats, periods between the heart beats and the heart rate variability

(HRV) (Koelstra et al. 2012). BP has been analysed in various related studies (Singh, Singla,

and Jha 2009; Nacke et al. 2011; Shih, Chao, and Hsu 2011; Munia et al. 2012; Sharma and

Gedeon 2013) and according to Koelstra et al. (2012) BP and HRV correlate with emotions

due to an increase of blood pressure in stressful situations. According to Al Khatib et al.

(2006) real-time monitoring and analysis of electrocardiography (ECG) data in biomedical

applications provide huge potential health benefits. Thus, an analysis of ECG data is also

common in related research (Jang et al. 2011; Singh, Singla, and Jha 2009; Munia et al.

2012; Sharma and Gedeon 2013; Akhanda, Islam, and Rahman 2014; Nacke et al. 2011;

Healey and Picard 2005). Heart rate variability (HRV) (Schaaff and Adam 2013; Koelstra

et al. 2012; Giraud et al. 2013b), instantaneous heart rate (IHR) (Giraud et al. 2013b) and

heart rate (HR) (Vachiratamporn et al. 2014) have also been applied for emotion recogni-

tion.
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Electroencephalography (EEG) has been claimed as very promising for emotion recogni-

tion (Calvo and D’Mello 2010). It has often been studied (Munia et al. 2012; Sharma and

Gedeon 2013; Akhanda, Islam, and Rahman 2014; Abadi et al. 2013; Koelstra et al. 2012;

Islam et al. 2014; Vachiratamporn et al. 2014) but requires a very strict experimental setup.

Respiration varies with different emotional states (Koelstra et al. 2012; Nacke et al. 2011).

Plarre et al. (2011) found respiration features to be highly discriminatory of physiological

stress. Recreation phases have been linked to slow respiration rates, and the cessation of

respiration, as well as irregular or rapidly varying respiration can be interpreted as being

caused by highly aroused emotions such as anger or fear (Koelstra et al. 2012). Further-

more, it has been shown that hormones such as cortisol, which can be picked from salivary

samples, are related to a person’s stress level (Giraud et al. 2013b).

An electrooculography (EOG) signal can be used to recognise emotions (Akhanda, Islam,

and Rahman 2014) such as anxiety. Blinking affects the EOG signal by raising detectable

peaks (Koelstra et al. 2012). The electromyography (EMG) signal can also be used for

emotion recognition (Nacke et al. 2011; Akhanda, Islam, and Rahman 2014; Healey and

Picard 2005), as the activity of the zygomaticus major (a facial muscle) is activated when

people laugh or smile (Koelstra et al. 2012). In addition, EMG signals can be utilised to

measure the eye-blink startle response, which is related to negative emotions. A stimulus

is white noise at 100-110dB, although Chittaro and Sioni (2013) found that the alternative

sound of an explosion in a virtual environment has the same effect. Table 2.6 provides an

overview of signals for physiological data interpretation.

For the first iteration (see Chapter 4) a certified medical system for physiological data acqui-
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sition was integrated into the EmotionBike system. The BIOPAC system5 has a long tradition

in physiological data analysis (Yu et al. 2004) and has often been used to validate developed

measurement systems (Lee et al. 2010; Liu, Wang, and Wang 2013). It is commonly used

in related research (Jang et al. 2011; Cheng and Liu 2013; Sareen et al. 2008; Munia et al.

2012; Akhanda, Islam, and Rahman 2014; Islam et al. 2014).

Another company providing systems for physiological data acquisition that has been used in

related research (Parnandi, Son, and Gutierrez-Osuna 2013; Negini, Mandryk, and Stanley

2014; Vachiratamporn et al. 2014) is Thought Technology Ltd.6. Although in the second itera-

tion, which is presented in this PhD thesis (see Chapter 5), the physiological data acquisition

has been enhanced by Plux sensors7, as they support wireless Bluetooth transmission. Fur-

thermore, they have a broad range of sensors (TMP, EEG, BVP, EMG, EDA, ACCEL, RESP,

ECG, FORCE, ANG, RSP, LUX, MAG) and are very accurate with 16bit resolution and up to

1000Hz. In addition, they provide APIs for the languages used in the distributed EmotionBike

system C++, .NET, Android and Python.

2.4.3. Multimodal Affective Computing

Affect recognition has often been described as an inherently multimodal task (Wahlster 2006;

Kächele et al. 2015). Multimodal systems are described as being more natural to users. This

implies that the data are processed in real-time (Dumas, Lalanne, and Oviatt 2009). It has

been shown that multimodality enhances the robustness of emotion recognition, as combin-

ing different modalities improves recognition results (Abadi et al. 2013). Some emotions are

5https://www.biopac.com/
6http://www.thoughttechnology.com/
7http://biosignalsplux.com/index.php/en/
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Modal Recognition System Signal
speech speech recognition

speech / body laughter detection
hand and arm gestures gesture recognition

body posture posture recognition
facial posture facial expression recognition

body signals physiological signal interpretation

pulse
electrodermal activity

body / skin temperature
blood pressure

heart rate
hormones

electrocardiography
electroencephalography

respiration
electrooculography
electromyography

Table 2.6.: Emotion Recognition Overview: Physiological Signal Interpretation

for instance easier to recognise from facial expressions and others from physiological data.

An example is smiling, which is difficult to interpret from a facial expression, due to Hoque

and Picard (2011)’s findings of many people smiling in cases of natural frustration. Therefore

related works are often based on multimodal sensory input (Koelstra et al. 2012; Abadi et al.

2013; Giraud et al. 2013b).

Many related studies collect their own data, due to the often-criticised lack of databases

including spontaneous expressions of affective states (Giraud et al. 2013b). Sharma et al.

(2013) for instance created the ANU Stress database called ANU StressDB, consisting of

facial video and thermal data from 35 participants watching six stressful and six non-stressful

video film clips.

However, at least some validated facial expression recognition databases are available to
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test or improve recognition algorithms. Almaev and Valstar (2013) utilised the databases

MMI (Pantic et al. 2005; Valstar and Pantic 2010) and Cohn-Canade (Kanade, Cohn, and

Tian 2000). The MMI database was conceived by Maja Pantic, Michel Valstar and Ioannis

Patras. Petridis, Leveque, and Pantic (2013) applied audio and visual features from the

SEMAINE (Sustained Emotionally coloured Machine- human Interaction using Nonverbal

Expression) database (McKeown et al. 2012). Bilakhia, Petridis, and Pantic (2013) used

data from the MAHNOB (Multimodal Analysis of Human Nonverbal Behaviour in Real-World

Settings) database (Sun et al. 2011; Petridis, Martinez, and Pantic 2013). More details

about databases and benchmarking of FER algorithms can be found in our work published

in Bernin et al. (2017).

Data annotation is a challenging task when setting up an affective computing database.

According to Gunes et al. (2011b) there is no universal coding scheme for the annotation

of affective data that is accepted overall. Furthermore, classifying facial actions manually is

very time consuming (Donato et al. 1999; Calvo and D’Mello 2010). Yu, Zhou, and Riekki

(2009) use a free video annotation programme to self-annotate emotions in video clips, which

is called "Anvil" and was introduced by Kipp (2001), alhough Yu, Zhou, and Riekki (2009)

applied a semi-automated emotion recognition from facial expressions and speech.

A manual FACS annotation is very labour intensive. Therefore many tools have been devel-

oped with a focus on automated FACS coding, which can easily deal with a higher sample

size (Grafsgaard et al. 2013).

In their work, Constantine and Hajj (2012) claimed the collection of a ground-truth emotion

set to be a huge problem, as defining one is a challenging task. However, such a data set is

essential for the training of classification models. A ground-truth could be based on automatic
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recognition, self-assessment or observer-assessment, however all possibilities advantages

and disadvantages. All three have been applied in the thesis at hand.

2.4.4. Fusion Strategies of Multimodal Affective Computing Systems

According to Abadi et al. (2013), Lee and Park (2008) and Koelstra et al. (2012) two main

fusion strategies exist. Abadi et al. (2013) described an (1) early integration and a (2) late

integration which can also be called (1) feature fusion and (2) decision fusion. In (1) a

single vector is produced that contains all features from different sensors and is used as

an input to a classifier, while in (2) each sensor produces its own feature vectors, which

are fed to different classifiers; the results are combined at the end. The (2) late integration

is preferred (Koelstra et al. 2012; Abadi et al. 2013; Sapru and Bourlard 2013; Petridis,

Leveque, and Pantic 2013), due to the possibility of setting up an optimal weighted method to

adjust the modalities, and the fact that it allows to flexibly model each sensor’s asynchronous

characteristics. Koelstra et al. (2012) mention that the reliability of the channel can easily

be taken into account by making the final decision accordingly. However, a feature-based

approach (1) supports a straightforward implementation and allows to consider synchronous

characteristics of each sensor.

Dumas, Lalanne, and Oviatt (2009) mention three types of fusion: data fusion (3), feature

fusion (1) and decision fusion (2). Data fusion is based on raw data, while feature fusion

combines previously extracted features of each sensor and is missing in the previous clas-

sification. Data fusion is used in case of similar modalities, like for instance two cameras

recording the same scene. Feature fusion is used in case of time synchronised modalities

such as speech and lip movement. They also described decision fusion as the common type
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of fusion in multimodal systems, due to its ability to fuse loosely coupled modalities and thus

its high resistance to noise and failures. Gunes et al. (2011b) also mention three types of

categories: feature level fusion (1), event level fusion (4) and decision level (1) fusion, but

they do not describe event level fusion further.

Many related emotion recognition studies utilise machine learning techniques to classify

emotions. Jang et al. (2011) apply Naïve Bayes and Support Vector Machines (SVM) among

others to classify happiness, sadness, anger, fear, disgust, surprise and stress by physio-

logical data analysis (ECG, EDA, PPG, SKT). Cheng and Liu (2013) use an SVM to classify

happiness, sadness and fear by physiological data analysis (SC), and Sharma and Gedeon

(2013) utilises SVMs and neural networks for stress recognition.

2.4.5. Emotion Recognition Summary

In the field of affective computing it is important to provoke emotions that are natural and not

acted, as they differ from acted emotions. Many related studies set up their own database,

which includes spontaneous emotional expressions. This facilitates more robust emotion

recognition techniques in realistic environments. Furthermore, a multimodal sensory input

has shown to enhance emotion recognition. Commonly used sources for emotion recognition

in related works are facial expression recognition and physiological data analysis. The most

common fusion strategy is late integration or decision level fusion, as they allow to flexibly

model each sensor’s asynchronous characteristics.

Emotion recognition in controlled laboratory settings shows high detection rates. Various

approaches have been developed during the last years, and some of them are quite so-
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phisticated, while others are not. There is definitely more research needed to improve the

available approaches. Modern techniques such as for instance deep learning might achieve

more promising results in the future. Today they are mostly based on basic emotions and

often lack a more differentiated consideration.

2.5. Experimental Methodology

According to Jürgen and Döring (2006) quantitative research applies statistical methods to

analyse measured data. Qualitative research methods are for instance interviews, intro-

spection, observation or think-aloud methods (Mey and Mruck 2010). Furthermore they are

focused on an interpretation of collected data (Jürgen and Döring 2006). Mixed methods

can be described as a combination of quantitative and qualitative research methods (Mey

and Mruck 2010) and is a commonly used practical research approach (Jürgen and Döring

2006; Kuckartz 2014). In this PhD thesis qualitative and quantitative methods are combined

to provide the contributions to knowledge defined in Section 6.2.

The definition of the term experiment differs between sciences. An experiment in physics

has other requirements than an observational study in human sciences or an experiment in

psychology or medical sciences. This work is written by a computer scientist and it answers

research questions from the field of HCI, therefore reduced, but also reproducible, experi-

ments are required instead of longitudinal case studies. In HCI applications an extensive

interaction can be controlled in a defined experiment. This goes beyond a classical obser-

vational study to meet the requirements of quantitative analysis. A process from the field

of experimental psychology has been applied in this work, as illustrated in Figure 2.5. It is
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common practice in affective computing research to conduct small and short case studies to

evaluate affective systems, as presented in Section 2.5.1.

Figure 2.5.: Process of Forming Hypothesis in Experimental Psychology (Sarris and Reiß
2005)

To summarise, affective computing research is often highly interdisciplinary, and it is quite

common to mix the various experimental strategies. Thus, a selected overview of affective

computing study designs is presented in the following.

2.5.1. Related Affective Computing Study Designs

Ethical approval is essential to conduct an affective computing study. Related study designs

also have in common that an experimental procedure is described, which often contains

training, base-lining, emotional provocation and data collection for emotion recognition. This

includes the assessment of emotions or data annotation. Furthermore, the participants’

profiles and the system setup, including the sensor placement, is described. Additional

parts of some works are a data analysis or an adequate system response.
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It has been claimed in related research that it is difficult to transpose results from laboratory

experiments to spontaneous emotional experiences (Kaiser and Wehrle 1996). Therefore,

the EmotionBike project was located in a furnished smart home environment in the second

experiment (see Chapter 5), to avoid feelings of discomfort.

The work of Giraud et al. (2013b) describes a related study design. They recorded speech,

videos of facial expressions and body movements, balancing on a force plate, and physio-

logical measures with a multimodal system setup. Their work describes a protocol for stress

provocation in a public speaking task. This is a modified version of the widely used Trier

Social Stress Test (Kirschbaum, Pirke, and Hellhammer 1993), which is known to induce

stress in laboratory settings. Their work includes individual profiles based on Big Five per-

sonality traits (John and Srivastava 1999) (see Figure 2.6). In addition, Giraud et al. (2013b)

used questionnaires to assert emotional states, personality profiles and relevant coping be-

haviours to study how participants cope with stressful situations. They collected their data in

a database.

The EmotionBike is a multimodal system, which is further described in Chapter 3.2. In the

experiments described in this PhD thesis, stress is induced by the presence of an observer.

In distinction to other works the EmotionBike system is an exergame, which allows to evaluate

the effects of physical effort in affective systems.

Participants’ Profile

Persons with medical illnesses or on medication influencing the central nervous system (Jang

et al. 2011) were not allowed to participate, in order to guarantee valid measurements. Be-
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fore the experiment started the participants had to fill out a questionnaire to ensure these

requirements. Moreover, it has shown that it is important to consider a participant’s game

experience in affective systems (Wang and Marsella 2006). Related research is often based

on students as participants (Giraud et al. 2013b). In the presented experiments a more varied

participant profile has been applied.

Personal fitness aspects might influence the results of an affective exergame. Hoda, Alat-

tas, and El Saddik (2013) categorised two groups: persons who do no sports and persons

who exercise 60 to 120 minutes per week.

The expression and perception of emotions is individual and differs in intensity (Calvo and

D’Mello 2010). The personal information about the participants in related research often in-

cludes a categorisation in personality traits in order to divide them into smaller groups and

reduce individual differences in the analysis, although the results are controversial. Den-

nis, Masthoff, and Mellish (2013) evaluated the influence of conscientiousness to emotional

supportive feedback of learning effects. They found that the grade has a higher influence,

although learners’ conscientiousness influences the amount of advice given. In contrast,

Brouwer et al. (2013)’s results indicate a negative correlation between neuroticism and skin

conductance. They also found links between heart rate and skin conductance with personal-

ity. Individual physiological responses to stress have also been shown to be correlated with

personality traits. Schneider et al. (2012) investigated resilience by using the appraisal ratio

and examining the unique influence of personality on stress responses across multiple stres-

sor outcomes, including affect and performance. They found that extraversion plays a role

in the stress process. It uniquely predicted higher positive affect and lower negative affect in

their study with arithmetic tasks as stimuli.
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The most commonly used questionnaire to model personality traits is the Big Five Trait Tax-

onomy (Giraud et al. 2013b), which was introduced by John and Srivastava (1999). It allows

to model the personality traits: openness to experience, conscientiousness, extraversion,

agreeableness, and neuroticism, shown in Figure 2.6.

Figure 2.6.: The Big Five Personality Traits (John and Srivastava 1999)

A brief questionnaire to measure personality traits that is often used in related research

(McKeown et al. 2013) was designed by Gosling, Rentfrow, and Swann (2003). The ques-

tionnaire, called TIPI, is designed for time limited research. It consists of ten questions with

a rating scale from 1 ("Disagree strongly") to 7 ("Agree strongly"). The test is described as

acceptable in cases of personality not being the primary topic of interest, and diminished

psychometric properties can be tolerated.

For this work the author decided to apply a more detailed version of a Big Five measurement,

which was designed by Satow (2012), because this questionnaire was written in German to

support fluent completion.

The number of participants is an often-discussed problem in the experimental design of
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0 - 10 (Munia et al. 2012), (Wang and Marsella 2006), (Velloso, Bulling, and
Gellersen 2013), (Chellali and Hennig 2013), (Nacke et al. 2011)

11 - 20 (Akhanda, Islam, and Rahman 2014), (Giraud et al. 2013b), (Abadi et al.
2013), (Hoda, Alattas, and El Saddik 2013), (Parnandi, Son, and Gutierrez-
Osuna 2013), (Vachiratamporn et al. 2014), Negini, Mandryk, and Stanley
(2014), (Walmink, Wilde, and Mueller 2014), (Jang et al. 2011), (Singh, Singla,
and Jha 2009), Hong, Ramos, and Dey (2012)

21 - 30 (Sharma and Gedeon 2013), (Raaijmakers et al. 2013), (Healey and Picard
2005)

31 - 50 (Koelstra et al. 2012), (Sharma et al. 2013)
n > 50 (Schaaff and Adam 2013), (Garbas et al. 2013), (Stratou et al. 2013), (Lathia

et al. 2016)

Table 2.7.: Number of Participants in Related Study Designs

affective computing studies. Lathia et al. (2016) for instance analysed data of more than

10,000 participants, as they evaluated a general hypothesis. However, in the majority of

related studies in affective computing the number of participants is much lower. The require-

ments differ between the participating interdisciplinary research fields. Table 2.7 illustrates

the varying parameters in numbers of participants.

Experimental Procedure

In the beginning the participants have to be informed about the experimental procedure and

the aim of the study. They must also be informed about their right to abort the experiment

at any time, as it is impossible to forecast the intensity of individual emotional reactions and

personal fitness. Before the exercise can start the participants must be asked to drink to

avoid dehydration (Sawka et al. 2007). In an affective game, participants have to complete

a Training Scene, as related research defines the necessity to allow the participants to

become familiar with the controls (Wang and Marsella 2006).
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Various questionnaires have been designed and evaluated in related research of affective

systems. A fun scale was proposed by Nacke et al. (2011) to measure how much fun a

participant has perceived. It ranges from 1 (not much fun) to 5 (very fun). The perceived ex-

ertion level can be evaluated with the validated Borg scale introduced by Borg (2004). Abadi

et al. (2013) asked their participants to self-report their level of engagement, and provided a

scale with a continuous range of -10 to 10. In addition O’Brien and Toms (2010) designed a

multidimensional scale to measure user engagement in the context of online-shopping, and

claimed that the intensity of user engagement can be influenced by emotions.

Emotion Assessment

Self-assessment of emotions is a commonly used practice in related affective computing

research (Wang and Marsella 2006; Cheng and Liu 2013; Lathia et al. 2016). Various types

of rating scales can be found in literature. Jang et al. (2011) for instance used a 1 to 11-point

Likert scale ranging from "not happy" to "most happy" for the experienced emotions. Another

way for emotion assessment is an observer-assessment (Afzal and Robinson 2011). This

is applied by an external human observer and by trained FACS coders, who are able to map

facial expressions to emotions. However, this is a very time-consuming procedure (Zeng

et al. 2009).

A physiological data analysis is often also applied, as the data are less easy to manipu-

late for participants (Schaaff and Adam 2013). Subjective factors can influence the self-

assessments, and Garbas et al. (2013) stated that even the interviewer might influence a

self-assessment. Moreover, there is nearly no chance of an acquisition of valence over time

using self-reports; if a task needs to be interrupted this might influence the game experience,
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but only asking the participants after completion might influence the responses due to the

difficulty in memorising all emotions (Schaaff and Adam 2013).

The Positive and Negative Affect Schedule (PANAS) is another questionnaire that is com-

monly used in related literature (Kindness, Mellish, and Masthoff 2013a; Lathia et al. 2016;

Raaijmakers et al. 2013). It was introduced by Watson, Clark, and Tellegen (1988) and allows

to measure positive and negative affect. It consists of two validated 10-item mood scales,

but there is no validated German translation.

The Geneva Appraisal Questionnaire (GAO) (Group et al. 2002) was developed by the

Geneva Emotion Research Group. It is based on the component process model of emotion

by Scherer (2005) and has for instance been utilised by Wang and Marsella (2006). It allows

to assess an individual’s appraisal process for a specific emotional episode. The underlying

research field is the appraisal theory, which itself is a part of the cognitive emotion theories

described in Section 2.1.5.

According to Gunes et al. (2011b), the Self-Assessment Manikin (SAM) introduced by

Bradley and Lang (1994) is the most widely used method for self-assessment. It displays the

three variables valence, arousal and dominance. It has for instance been utilised by Koelstra

et al. (2012) and Schaaff and Adam (2013), who asked the participants to self-assess their

emotional state with SAM after a baseline period and after playing the game. It has been

utilised in the presented PhD thesis as well, since it is the most suitable emotion assessment

for the EmotionBike experiments.
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2.5.2. Experimental Methodology Summary

In related research, experiments are designed to evaluate affective systems and often include

case studies to analyse user perception. The approach of this PhD thesis leans on the ideas

of experimental psychology. The process of defining hypotheses in experimental psychology

often includes iterative cycles, as shown in Figure 2.5. Therefore this work presents two

iterations and designs and conducts two experiments.

The main aspects of an experimental affective computing study design are illustrated in Fig-

ure 2.7: ethical approval, system setup, experimental procedure, participants’ profile, and

data analysis.

Figure 2.7.: Components of an Experimental Affective Computing Study Design

Dividing the participants into small groups with similar personality traits decrease the indi-

vidual differences in the analysis, and the Big Five personality traits are commonly used

in related research. The majority of affective computing studies use fewer than 20 partici-

pants.

The use of self-assessment questionnaires is controversial in related research. Self-

assessment is for instance claimed to interrupt the flow, or to be influenced by personal
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factors (Schaaff and Adam 2013). Physiological data analyses are preferred, as they are

less easy to manipulate for the participants (Schaaff and Adam 2013).

2.6. Summary of Related Work and Discussion of Open

Research Issues

This thesis provides guidance for a researcher wanting to conduct an affective computing

experiment in the highly interdisciplinary field. It relates to designing, building and evaluating

affective systems, as presented in Figure 2.1.

2.6.1. Summary

The design of an affective system requires a suitable emotion theory. The psychological the-

ory of basic emotions has been shown to be very promising for facial expression recognition,

and the body response theory supports physiological data analysis. Discrete modelling of

emotions is equally acceptable as dimensional modelling.

For the design of an affective system, the emotional provocation needs to be defined. Ex-

ergames have shown to be a very promising way of provocation, which also enhance the

system by means of a physical effort.

As the field of research is growing rapidly, an overview of recent affective systems was pre-

sented. Facial expressions and physiological data analysis were shown to be very promis-

ing for emotion recognition. As multimodality enhances emotion recognition, current fusion
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strategies were presented. It was described that a late integration is to prefer in affective

systems.

Experiments are required to evaluate affective systems, although there is still no best prac-

tice procedure in place. Therefore, related study designs were presented. Various ques-

tionnaires were applied in affective studies, and the emotions were mostly evaluated through

self-assessment.

2.6.2. Discussion of Open Research Issues

Much related research focuses on improving algorithms for emotion detection (Garbas et

al. 2013). This work additionally focuses on the provocation of emotions with a crafted ex-

ergame. Furthermore, much related research focuses on the recognition of emotions (Hakim,

Marsland, and Guesgen 2013). In this work, emotions are analysed and provoked by game

scenes. One scene for instance is designed to provoke and analyse frustration by provid-

ing the participants with a challenging task. Related research with a focus on physiological

data seldom includes movement in their acquisition (Munia et al. 2012). Hoda, Alattas, and

El Saddik (2013) and Hong, Ramos, and Dey (2012) applied cycling tasks in their setup,

but Hoda, Alattas, and El Saddik (2013) did not measure EDA responses, and neither work

provides a dynamic system response.

Evaluating affective systems requires case studies to analyse the emotional reactions of

participants. Therefore many works includes user studies (Abadi et al. 2013; Wang and

Marsella 2006; Jang et al. 2011; Hoda, Alattas, and El Saddik 2013), but only few collected

the data in a database, because it is a tedious task. Nevertheless, some works did create
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databases containing non-acted emotional reactions (Koelstra et al. 2012; Sharma et al.

2013; Stratou et al. 2013), but in the presented work the non-acted emotional reactions were

provoked in an exergaming context, which requires physical effort and movement.

The approach of this thesis is novel in the field of affective computing. It encompasses

the recognition of emotions in an cycling exergaming setup by analysing EDA and facial

expressions, where the context also includes the emotional provocation, the collection of the

data in a database, and the adaptation of the game play as a response to the emotional

reactions. Table 2.8 illustrates more details of selected related research in comparison to the

work presented in this PhD thesis.

The next chapter presents an emotion provoking exergame system that facilitates affective

computing studies. There is no realistic testbed for methods that provoke and detect emo-

tions of users while exercising. Thus, the author needed a practical testbed to introduce new

methods to the field of affective computing and to provoke real emotions. The system setup

needed to be highly immersive, and not stress the player with difficult controls. Therefore, an

affective exergame system was designed and set up.

Emotion recognition is a highly multimodal task; thus an open architecture was required that

enabled the simple integration of various sensors to provide a reliable emotion detection. The

exercising context differed from classical affective computing laboratory settings, therefore

different techniques for emotion detection had to be evaluated.

An emotion provoking game was crafted to steer participants in specific emotional states.

As a methodology, two experiments were designed and conducted to evaluate the emotional

provocation. The first experiment was designed to evaluate single-emotion provoking game
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elements by emotion detection through facial expressions and physiological data. In the sec-

ond experiment, multi-emotion provoking game elements were integrated and the concept

of a dynamic system response was introduced. Thus, the emotion detection methods were

enhanced by soft real-time abilities.

All sensor data were collected in a database of non-acted emotional reactions. The data also

include personal information and the emotion assessments. Moreover, the gameplay was

stored, and game events were logged to provide the possibility of testing different algorithms

for emotion recognition in the future.

Current research of emotion recognition is focusing on improving recognition rates, for in-

stance of facial expressions, in specific experimental settings. Most of the discussed method-

ologies of affective technologies apply to problems in classical setups. This work covers the

gap of more complex and general applications. It combines different modalities and engages

the user in innovative interactions. Classical approaches make it hard for researchers and

practitioners to apply reliable affective computing methods to their domain. This work show-

cases an interactive methodology of design, prototyping and evaluation with the aid of an

example in the gaming domain.
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3. EmotionBike System Design and

Setup

During the last decades, the influence of affective computing has grown. Various industrial

sectors evaluate users’ emotions to improve marketing strategies or analyse users’ attention,

such as the automotive industry. The field of human-computer interaction has long appre-

hended the importance of emotions in communication, and various video games integrate

user emotions in their game play. Emotions can be highly motivating, and a sector that

benefits from increased motivation is the sports industry.

Major gaps have been identified in the related research, and these provided the motivation

to build the affective exergaming system presented in this thesis. In related research there is

no testbed that supports the easy evaluation of emotion recognition and emotion provocation

technologies in an exercising context that also enables to conduct experiments easily. Nor

is there a cycling exergame setup that is able to provoke and detect emotions and provide a

dynamic game play based on a user’s emotional reactions to steer the player on a predefined

path of emotions.
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A system is required that is able to provoke specific emotions. For this reason a game is

created, as that offers many opportunities in the design of game elements. It also needs

to be able to reliably detect user emotions. Thus, different emotion sensors have to be

combined, which requires a distributed system setup. User studies need to be conducted to

showcase the system’s ability of emotion provocation and recognition.

A data acquisition system is designed to collect frontal videos and physiological data, as

well as game and controller events. The emotion measurement for the presented exper-

iment includes vision-based and physiological sensors consisting of EDA, respiration and

temperature sensors.

An ergometer is enhanced by steering capabilities and software controllable pedal resis-

tance. Ergometers are often applied for medical rehabilitation. They are also common in

endurance or high intensity indoor fitness training. In fitness applications stimulation can be

achieved by thrilling and exciting content. In healthcare and rehabilitation it is important to

consider the individual fitness and to avoid physical or mental stress. An ergometer is an

interesting setup for an affective system due to its similarity to cockpit designs. The lim-

ited monitoring area on a cycling exercise machine includes a defined position of the head

and the body, which for instance simplifies the recognition of facial expressions. In addition,

the subjects are located in a controlled situation to encourage context awareness and limit

the degrees of freedom. In the controlled laboratory setting, the lighting can be controlled

to ensure sufficient illumination of the participant’s face. In this situation the attachment of

physiological sensors is acceptable, as many people are used to medical stress tests on an

ergometer, e.g. an exercise ECG.

This chapter presents the requirements for Emotion Provocation and Emotion Detection
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Figure 3.1.: EmotionBike: Design Process

for the exergame. Subsequently the detailed first system setup is described. As a methodol-

ogy two loops are executed to improve the system. Figure 3.1 illustrates the iterative design

process. The conducted case study will be described in Chapter 4. This chapter summarises

the found limitations and provides refined system requirements, which focus on a dynamic

system response. A second case study was also conducted and will be presented in Chapter

5. At the end, this chapter presents the conclusion of the experimental design.

3.1. System Requirements Iteration A: Emotion

Provocation and Emotion Detection for an Exergame

The system requirements are illustrated in Table 3.1 and Table 3.2. The main requirement

for the game was that it is able to provoke different specific emotions. The game was im-

plemented in Unity, and the game elements were chosen from freely available assets of the

Unity Asset Store. The additional game requirements were defined with the help of related lit-
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erature. Affective games should be intuitive, engaging, intuitive, easy to learn, highly dynamic

and enable multiple forms of adaptation (Parnandi, Son, and Gutierrez-Osuna 2013).

All game events must be logged for the emotion analysis. The collected data should enable

to test different analysis methods to ensure a good quality of the results. The experimental

setup requires that the scenes can be remotely started and stopped with software controls,

to ensure that it is possible to conduct experiments fluently and avoid idle times.

The main requirement for the emotion detection is reliability. This includes a multimodal

sensor approach as well as a self-assessment and an observer-assessment to validate the

results, as described in Chapter 2. The sensor data acquisition should be minimally invasive

to avoid feelings of discomfort. The use of ECG sensors, for instance, was supported by

an experimenter of the same gender as the participant. An additional requirement was a

defined position of the head the participants, because at the beginning of the experiment a

3D facial data analysis was planned by a team member.

The requirements for the exergame controller was the transmission of the RPM from the

physical cycling exercise machine to calculate the speed in the virtual racing game. The

controllable pedal resistance is important to ensure that the participant feels a difference in

riding up a hill. The combination of physical effort and emotional provocation is an enhance-

ment to other exergame systems.

The requirements for the physical setup was defined by preliminary studies. At the beginning

of the project a static handlebar was used, but the users asked for steering capabilities to

have a more natural experience. Many preliminary studies were made to ensure that the

physical steering of the mounted rotatable handlebar feels natural to the participants. This is



3. EmotionBike System Design and Setup 91

required to avoid discomfort, which might affect the emotional reactions to the crafted game

events.

The multimodal distributed system setup requires openness to new sensors to ensure ex-

pandability. This was achieved by a standard communication protocol. The data of the

sensors were collected with APIs in various programming languages. Many students were

involved in the project and evaluated different emotion sensors.

The experiments needed to be reproducible, therefore all sensor and system data had to be

logged. Furthermore, it was important that the system was in a clear state, even if an error

occurred during the experiment. The performance was important; it had to be acceptable to

the user, to avoid boredom caused for instance by extensive delays.

3.2. System Design and Setup

The experimental setup was designed to meet the presented requirements. It consists of

a Physical Exergame Controller, Visualisation, Emotion Sensors, a Data Acquisition

System and the Analysis Output. An overview of the main components is presented in

Figure 3.2, and further details will be presented in this chapter. A case study was conducted

with the presented system (Requirement 5.1) and will be described in Chapter 4.
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1. Reliable Emotion Provocation

1.1
Game Design
(Chapter 4)

1.1.1 Different emotions Specific emotions need to be provoked with a
scene-based design

1.1.2 Software control-
lable

Start of game scenes must be software con-
trollable

1.1.3 Logging The game events must be logged to analyse
the related sensor data

1.1.4 Engaging The game should be engaging to improve mo-
tivation

1.1.5 Exciting The game should contain exciting elements to
support the fitness programme

1.1.6 Intuitive The game should be intuitive, the physical bi-
cycle should be mapped to the virtual environ-
ment

1.1.7 Easy to learn The game and its controls should be easy to
learn

1.1.8 Highly dynamic The game should be highly dynamic
2. Emotion Detection

2.1 Reliable Different sensors need to be used to get a
more reliable emotional state, additionally self-
and observer- assessments are required

2.2 Minimally invasive The sensor data collection should be mini-
mally invasive to make sure that the user does
not feel uncomfortable

2.3 Reasonable The sensor acquisition should be reasonable,
like exercise electrocardiograms for ergome-
ters

2.4 Defined head posi-
tion

A defined head position facilitates an easy
camera positioning to collect frontal facial
video data for facial expression recognition

3. Exergame Capacity
3.1 Controllable pedal

resistance
To provide a natural user experience, the
pedal resistance must be adapted to the vir-
tual environment. When the player cycles up
a hill the pedal resistance must be increased.
It is also important not to tax the user

3.2 RPM transmission To calculate the speed of the virtual bicycle the
revolutions per minute (RPM) must be trans-
mittable

Table 3.1.: Requirements Emotion Provocation (Part One)
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4. Physical Setup
4.1

Usability
4.1.1 Steering Preliminary studies have shown that to provide

a more natural user experience, the physical
exercise machine must be enhanced by steer-
ing capabilities

4.1.2 No emotional influ-
ence of the controls

The emotions of the user should not be in-
fluenced by too complex or difficult controls.
They should be as natural as possible to avoid
negative emotions

4.2
Comfort

4.2.1 Easy sensor place-
ment

The sensors placement must be easy to avoid
negative emotions

5. Experiment
5.1 Feasibility A case study must be conducted to showcase

the system’s ability of emotion provocation and
detection

6. Distributed System
6.1

Openness
6.1.1 Communication A standardised communication protocol is re-

quired
6.1.2 Expandability To improve the emotion detection the system

must be expandable
6.2

Scalability
6.2.1 Loose Coupling The system should enable a loose coupling of

sensor nodes
6.3

Consistency
6.3.1 Verifiability All sensor data must be verifiable

6.3.2 Logging All relevant data must be logged with the pos-
sibility to replay them

6.3.3 Clock The clocks of the different systems need to
be synchronised and timestamps must be in-
cluded in the messages

6.3.4 Failure The systems have to be in a controlled state
even if errors occur

6.4 Heterogeneity The system must allow different operating
systems and programming languages due to
varying APIs of sensors and requirements of
applied analysis tools

6.5 Performance The system performance must be acceptable
as the user should not be bored

Table 3.2.: Requirements Emotion Provocation (Part Two)
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Figure 3.2.: Overview of Experimental Setup (Müller et al. 2016)

3.2.1. Physical Exergame Controller

In Section 3.1 the requirements of exergames capacities were described in detail. The most

important requirement for the presented system is to provide a natural user experience and

avoid any unintentional influences of the system to the emotional reactions. The physical

cycling exergame controller is based on a semi-professional exercise machine, the Daum1

premium 8i ergometer, with a maximum pedal resistance of 600 W to meet the Requirement

3 of exergame capacity and 4 a physical setup. The exercise machine operates on an em-

bedded system and is connected with a network interface to read and control parameters

such as resistance and speed, which is important the meet Requirements 3.1 and 3.2 of a

controllable pedal resistance and a RPM transmission to provide a natural user experience.

Therefor speed can be calculated by pedal RPM and physical pedal resistance is software

controllable. The technical setup was part of a bachelor thesis by one of the students from

the technical computer science department, thus further details of the technical implementa-

tion can be found in Hornschuh (2015).

The proprietary protocol structure of data packages illustrated in Figure 3.3 allows to read

out for instance the calculated RPM with the command "S21" (Daum Electronic GmbH 2017).

1http://www.daum-electronic.de/
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The calculation of the RPM value is presented in Equation 3.1; rev stands for revolution.

The RPM values are transferred as speed values to the virtual game environment to move

the virtual bicycle. A more physically accurate implementation was applied for the second

iteration and is presented in Section 3.5.2.

Figure 3.3.: Structure of Data Packages to Communicate with the Ergometer (Daum Elec-
tronic GmbH 2017)

RPM =
60

�t � rev
(3.1)

The pedal resistance is calculated related to the degree of slope in the virtual game. The

slope values range from 0 - 359 degrees. The range 0 - 90 degrees represents a positive

slope and 270 - 359 degrees represent a negative slope. In the first experiment a rough

approximation was implemented. The physical resistance was increased in steps of 10 Watt

for each degree of slope, as shown in Equation 3.2. Res describes the resistance and

normRes the normal resistance.

res = normRes + (degreeSlope � 10W ) (3.2)

The Static Handlebar was replaced by a rotatable one with the support of a project mem-

ber from the mechanical engineering department. During preliminary studies participants

mentioned that a rotatable handlebar is important for a natural user experience. To facilitate

steering capabilities and meet Requirement 4.1.1 an incremental rotary position encoder
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(Inkrementalgeber Kübler 24002) was applied to measure the handlebar rotation. It was

mounted at the lower end of the handlebar. A Raspberry Pi3 was utilised to read the falling or

rising edges from the encoder, and software monitors the changes of states to calculate the

rotation direction. The software sends the direction data to the message broker. During tests

in our project team it was found that it is important to avoid too high latencies to make sure

that the user is not emotional influenced (Requirement 4.1.2). Humans are able to recognise

interaction latencies above 100 ms (Bernin 2011). The measured latency of steering visual-

isation in the game was 80ms. Thus the cycling exercise machine can be used as a game

controller, which generates the user input for the designed game environment.

3.2.2. Visualisation

The emotion provoking game was designed to meet the requirement of reliable emotion

provocation (Requirement 1). The game was presented to the participants on a 42-inch flat

panel monitor, shown in Figure 3.4. The user may physically accelerate and steer through

the virtual game environment, as the generated controller inputs are directly transferred into

the game. The simulated virtual bicycle in the game, shown in Figure 3.4, has soft real

time requirements, as insufficient controls may influence the user perception and provoke

frustration (Requirement 4.1.2). The game design is further described in Section 4.2; more

technical details can be found in the master thesis by Zagaria (2017).

2https://www.kuebler.com/k2014/j/de/produkte/details/drehgeber/Rotativ/2400
3https://www.raspberrypi.org/
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Figure 3.4.: Hardware Setup of the EmotionBike (Müller et al. 2015): Face Illumination Lamp
(A), Cycling Game Controller (B), Screen (C) and Camera (D)

3.2.3. Emotion Sensors

The system setup is designed to facilitate the employment of various sensors for emotion

recognition (Requirement 2). Different sensors were applied for multimodal emotion recog-

nition to meet the requirement of reliable emotion detection (Requirement 2.1). Preliminary

studies with the Emotiv Epoc4 14 channel neuro headset have shown that the deployment

of an EEG sensor in the presented setup is not very promising. The EEG data were col-

lected during the first experiment. Physical activity is an important part of the exergame, but

movement and sweat corrupt the sensor data of an EEG. Thus, this work focuses on vision-

based and physiological sensors to meet the requirement of minimally invasive detection

(Requirement 2.2).

4https://www.emotiv.com/epoc/
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Vision-based Sensors

The emotion sensor component generalises vision-based input and physiological data. A

Microsoft Kinect v2 camera was placed in front of the exercise machine (Requirement 2.2)

to capture video data of frontal images, as shown in 3.4. The Kinect provides HD(1080P)

resolution and RGB-D(512x424) images at up to 30Hz.

Physiological Sensors

The physiological data collected during the experiment include respiration, body tempera-

ture change, and EDA. The data were provided by a physiological data acquisition system,

the BIOPAC MP36. The system operates at a rate of 500 Hz and pre-processes the data

with the device’s internal hardware filters. These filters support gain improvement and noise

reduction, and apply low-pass filtering to discard the irrelevant frequencies. In addition soft-

ware filtering and smoothing of the EDA input signal is achieved by a three-level cascade

consisting of a digital low-pass Butterworth filter (Rabiner and Gold 1975) (4th order, cutoff

frequency = 5 Hz) in conjunction with two Moving Average Filters (Smith 1997) (using "box-

car" and "parzen" kernels with a size of 375 = 0:75 � sampling rate). The EDA sensor

was connected to the middle and forefinger of the participants’ left hand in case they stated

right-handedness, according to the instructions by Boucsein (2012).

The respiration belt was placed across the participants’ chest and the temperature sensor

on the inner forearm (Requirement 4.2.1). Moreover, it is understandable for a user that

physiological data are acquired in such a setup, as many people know exercise ECG from a

medical context (Requirement 2.3).
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Figure 3.5.: Physiological Sensors connected to the Subject (EDA), (Müller et al. (2016),
c©2016 IEEE)

3.2.4. Data Acquisition System

The different sensors use components from a distributed system of multiple client computers.

All of them are loosely coupled using a message broker (Apache ActiveMQ5) (Requirement

6.). This blackboard architecture has been approved in previous works in our laboratory

setting (Otto and Voskuhl 2010; Müller 2013). According to Dumas, Lalanne, and Oviatt

(2009) all modalities in a multimodal system need to be synchronised and to have times-

tamps, as a framework for emotion measurement requires the ability to log and replay all

events and data as described by Bernin (2012) (Requirement 6.3). In the presented system

a JSON-based protocol was implemented, corresponding to the requirement of openness

(Requirement 6.1). Figure 3.6 illustrates the loosely coupled system design.

Fusion:

A late integration or decision level fusion of sensor data is preferred for affective computing

systems, as described in Section 2.4. It allows to flexibly model each sensor’s asynchronous

5http://activemq.apache.org/
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Figure 3.6.: Loosely Coupled System Design using a Blackboard Architecture

characteristics. In this work EDA sensor data are combined with facial expression recogni-

tion.

3.3. Limitations and Discussion

The system was successfully applied to a first case study to showcase the system’s ability to

provoke emotions, as described in Chapter 4. The system was shown to reliably detect emo-

tions through physiological data and facial expression analysis. The results are presented in

Section 4.5.

The applied CERT software for facial expression analysis does not work in real-time, but for

an affective system it is important to react to users’ emotions. The game design does not



3. EmotionBike System Design and Setup 101

support a flexible adaptation, as more dynamic game scenes are required. Moreover, the

mapping of the exercise machine RPMs to the virtual bicycle did not meet the participants’

expectations and the majority of them stated they missed a brake and a gear shift. The

laboratory environment made users feel uncomfortable, which might have influenced their

emotional reactions.

Sensor data acquisition was difficult, as the cables of the applied BIOPAC system were often

tangled up in the pedals. Moreover, data loss could not be easily detected as the sensor

data collection was not fully monitored. The only way was to observe the visualisation of

the sensor data. In one case the local storage of a computer was exceeded, which was

discovered in retrospect.

The system setup is very static and does not facilitate easy user studies. However, in the

field of affective computing, user and behaviour studies are very important to observe the

success of the designed systems.

In summary, further enhancements were needed to provide a more natural user experience

and offer a real affective system. Below the refined system requirements to overcome the

illustrated limitations are presented.

3.4. System Requirements Iteration B: Dynamic

Multi-Emotion Provocation

Table 3.3 and 3.4 illustrate the refined system requirements. They are based on the findings

from the first case study described in Chapter 4.
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The main requirement for the game was that it should be able to provoke different specific

emotions, as described in Section 3.4. The aim of the second experiment was to ensure a

dynamic system response that is able to adapt to user emotions. Therefore the game design

must be refined to enable more dynamic and flexible control. In the first experiment all game

events were static and thereby did not ensure flexibility. The difficulty of the game scenes

should be configurable, as this enables the agile approach of many preliminary studies that

were applied to the first experiment. Conducting the experiments is very time consuming,

therefore the preliminary studies were required to ensure good experimental results.

One result of the first experiments was that the majority of the participants asked for gears

and a brake shift to have a more natural user experience. Thus, both were mounted at the

cycling exercise machine and integrated into the system. New game scenes were crafted to

utilise these new controls.

A dynamic and adaptive game requires soft real-time analysis of user emotions. This requires

the evaluation of various real-time analysis methods (details were published in Bernin et al.

(2017) and are not part of this thesis).

During the refinement of the game for the second experiment and the integration of the

brake, it was found that we need a more realistic physical mapping of the ergometer controls

of the virtual bicycle. This had to be designed and implemented. The parametrisation of the

module had to be configurable to test the module, and to meet the other requirements for the

participants to feel comfortable.

The location of the ergometer had to be changed, as the room made the participants feel

uncomfortable. The adjoining room was a smart home laboratory, which usually impresses
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people with its high level of comfort and enjoyable atmosphere. Therefore the system should

was moved to the smart home.

The data acquisition of the physiological sensors caused many problems during the first

experiment. The cable was tangled in the pedals, which made the participants feel very

uncomfortable because they thought it was their fault. It also affected the game flow.

The system should be further enhanced to make it possible to easily conduct experiments.

Different emotion sensors require different experimental designs. The EEG sensor for in-

stance would require a static setup. Furthermore, the new game design should facilitate

dynamic system control and configurable difficulties. Such setup should also allow to create

a large number of experiments.

The results of the first experiment showed that more control and knowledge about the sensor

states is required. The experimenter needs to be aware of the system status to ensure good

experimental results. The experiments are very time consuming; therefore all sensor data

should be collected and data loss should be avoided.

3.5. Refined System Setup

The system setup was refined to meet the requirements of providing a dynamic system

response. Figure 3.7 illustrates the logical view of the system components. The server con-

tained the persistence component, the experimental control, the bike module and the biosen-

sor module. The physiological data and direction data were logged with a high frequency,

thus local storage was utilised to ensure sufficient data storage capacity. The experimental
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1. Reliable Emotion Provocation

1.1
Game Design
(Chapter 5)

1.1.9 Adaptation The game must be amendable and enable
multiple forms of adaptation

1.1.10 Difficulty The difficulty of game scenes must be config-
urable

1.1.11 Dynamic The order of the game scenes needs to be
more dynamic and flexible

1.1.12
Game Events
(Chapter 5)

The control of game events needs to be soft-
ware controllable and thus needs more flexibil-
ity

1.1.13
Game Scenes

(Chapter 5)
New thrilling and exciting game scenes need
to be defined, which combines different emo-
tion provoking game events to enable compa-
rability and to use the enhanced bike controls

1.2
Social

Presence
2.1.1 Provocation Intensi-

fication
The provocation needs to be increased by a
socially evaluative threat. An independent ob-
server might be perceived as a judge who
evaluates the performance of the player

2. Emotion Detection
2.5 Real-Time The emotion recognition must be applied in

soft real time to support dynamic system con-
trol

3. Exergame Capacity
3.3 Gear Shift To provide a natural user experience, a phys-

ical gear shift needs to be mounted at the er-
gometer and the state must be transmitted

3.4 Brake A physical brake has to be mounted to facili-
tate more thrilling game events

Table 3.3.: Additional Requirements: Dynamic System Response Part One
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4. Physical Setup
4.1

Usability
4.1.3 Physic Module The bike module needs to be enhanced by

a more realistic physical mapping of the er-
gometer controls to the virtual bicycle

4.2
Comfort

4.2.2 Environment The classical laboratory setting needs to be
changed to a more comfortable environment
to avoid negative emotional influences

4.2.3 Wireless Transmis-
sion

The sensor data acquisition system of the
physiological data must be replaced by a wire-
less solution

5. Experiment
5.2 Substitutability The system should provide the opportunity to

change experimental setups and support to
easily conduct case studies

6. Distributed System
6.1.2 Expandability To improve the emotion detection the system

must be expandable
6.2

Scalability
6.2.2 Configurable Moni-

toring
The monitoring of sensor nodes needs to be
configurable

6.2.3 Lifecycle Sensors nodes need to implement a defined
sensor lifecycle

6.3
Consistency

6.3.5 Monitoring A monitoring component needs to be imple-
mented to ensure that all sensor nodes are in
the expected state

6.3.5 Error Handling The error handling needs to be improved, the
sensor nodes should send messages about
their state, for instance they have to check
their local storage to avoid data loss

Table 3.4.: Additional Requirements: Dynamic System Response Part Two
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control allowed to control the game. The application management was designed to support

the easy conduct of different experiments (Requirement 5.2). It enables different configura-

tions, e.g. determined scene orders for other experiments.

Figure 3.7.: Logical Deployment Diagram of the System Components

A gaming computer was used to ensure that the requirements were met, e.g. sufficient

graphic and processor capacity to display the crafted virtual game. It contained a screen-

dump module to allow a replay of the game activities. Another computer was applied to log

and analyse the video-based sensor data.

The system architecture was enhanced by better error handling in case of failures in data ac-

quisition. All components except the experimental control needed to implement a defined life-

cycle procedure. The defined internal states of a node are: START, ONLINE, READY, MEA-

SURE PREPARED, WORKING, WRITING, FINISHED, RESET and ERROR. An overview

is presented in Figure 3.8. A configurable monitoring component was applied to ensure
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advanced error handling, in order to meet the requirements of scalability and consistency

(Requirement 6.2 + 6.3).

Figure 3.8.: Status of Nodes (Black: normal transition, Blue: reset triggered by the external
monitoring component, Red: internal error)

The lifecycle also requires a defined procedure that has to be implemented by each node.

Figure 3.9 illustrates that procedure. At first a node must establish a connection to the mes-

sage broker. Subsequently each node must set up a producer and send its state changes to

the monitoring channel. Furthermore, each node has to set up a producer to send heartbeat

messages and a consumer must be implemented to receive control messages. In addition,

node specific consumer or producer can be applied and the state changed to ONLINE. Every

time the state of the node changes a message has to be sent to the message broker. In the

ONLINE state, each node has time to make local preparations. The physiological data sen-

sors for instance have to establish a Bluetooth connection and switch their state to READY

after that. In this state the nodes are waiting for a control message "initializeMeasure". This

message includes sender name, timestamp in milliseconds and local storage information.



3. EmotionBike System Design and Setup 108

Figure 3.9.: Node Lifecycle Procedure
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This storage information includes the experimental ID, the proband’s ID, the session ID and

the path to the server where the data should be stored. Thus a hierarchical folder struc-

ture can be applied, which makes it easy to find the data of a measure. After each node

has initialised the measure the global state is switched to MEASURE PREPARED. Then the

control component sends a "startMeasure" message and each node will change its state to

WORKING. After the player reaches the finish line the "stopMeasure" message is sent and

the nodes switch to WRITING. Subsequent to a node having finished this procedure it has

to wait in the READY state for the next measure. This cycle is applied for each scene of the

game except if an error occurrs, then the state is changed to ONLINE after a local RESET.

When the participant finishes the experiment the lifecycle will return to the beginning.

3.5.1. Physical System Setup

The location of the EmotionBike is changed to meet Requirement 4.2.2, from a classical

laboratory setting to more comfortable surroundings, the smart home called Living Place

Hamburg6. This enhances the situational context awareness due to smart home controls.

The only limitation that has to be mentioned is a missing air conditioning. The new setup is

presented in Figure 3.10.

The experimental setup is enhanced by an experimental control station, as shown in Figure

3.11, to provide full system control to the experimenter. The place is separated from the

participants because they should not notice that the experimenter has control over some

specifically designed game elements (Requirement 4.1.12). The experimental control station

includes displays for the visualisation of the applied emotion sensor data to ensure good data

6http://livingplace.informatik.haw-hamburg.de/blog/
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Figure 3.10.: System Setup. A: Face Illumination Lamps, B: Display, C: Rotatable Handle-
bar, Gearshift and Brake, D: Kinect Camera, E: Physical Exergame Controller
(Müller et al. (2017a), c©2017 IEEE)
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quality. In case the sensors lose their physical contacts the experimenter is able to interrupt

the procedure in predetermined positions. Another display contains a mirror of the game and

the video data of the participants’ faces, as in some scenes the experimenter has to decide

about the perfect timing of events in combination with the emotional state.

Figure 3.11.: Experimental Control Station (Müller et al. (2017b), c©2017 IEEE)

3.5.2. Physical Cycling Exergame Controller

The exergame controller was enhanced by a gearshift and a brake to improve the natural

cycling experience (Requirement 3.3 + 3.4). It also offers new possibilities in the design of

emotion provoking game elements. The first steps of the development were provided and

described by Matthiessen (2015).

Figure 3.12 illustrates a logical view of the refined bike control modules. The bike mod-

ule combines physical calculations with the states of the gear and brake to provide a more

natural user experience (Requirement 4.1.3), although it must be mentioned that a physical
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approximation was applied that does not claim to be physically accurate. Instead the de-

sign and its implementation should provide the player with a sufficient immersive and natural

feeling while driving through the virtual environment.

Figure 3.12.: Logical View Bike Controls

In the previous version there was no gear or brake, and the speed calculation was made in

the virtual game. In the refined system the bike module calculates the speed by considering

physics, RPM, the virtual environment, as well as the use of the gears and the brake. Equa-

tion 3.3 describes the calculation of brake force. FbrakeTrans is the maximum applied force in

N, which can be set in the configuration file. The brakeValue represents the engagement of

the brake in the range from 0 to 1.

F brake = F brakeTrans � brakeV alue (3.3)

Equation 3.4 illustrates the calculation of the driving force. FgearTrans is a transmission factor

that can be set in the configuration file. The gearValue is the physical state of the gear shift,

and RPM are the revolutions per minute, respectively in 1

60s
. Furthermore, the degree of

slope from the virtual environment and a configurable slope transmission factor in seconds

are multiplied.
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F drive = F gearTrans � gearV alue � RPM � slope � slopeT ransFactor (3.4)

Equation 3.5 illustrates the calculation of the driving resistance force (FdriveRes). Fair describes

the force of air resistance, Froll rolling resistance, Fslope slope resistance and Facc acceleration

resistance each in N.

F driveRes = F air + F roll + F slope + F acc (3.5)

Equation 3.6 illustrates the combined force calculation. Variable drivEf is a configurable factor

for drive efficiency, to model friction loss for instance.

F total =
F drive � F driveRes � F brake

dr ivEf
(3.6)

The acceleration a is calculated by Equation 3.7. The physical mass m is the combined mass

of bicycle and driver with the unit grams.

a =
F total

m
(3.7)

The current speed v is calculated with Equation 3.8 which contains the time t and the previous

velocity v0.

v = a � t + v 0 (3.8)
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3.5.3. Emotion Sensors

This PhD thesis focuses on the analysis of facial expressions and physiological data. The

system for facial expression analysis was changed to ensure the required soft real time

availabilities for a more reactive affective system (Requirement 2.5). Moreover, the system

for physiological data acquisition was changed for this case study due the experiences of the

first case study, described in Chapter 4.

The wearable body sensing platform biosignalsplux7 was used. It provides EDA, blood vol-

ume pulse (BVP), ECG, piezoelectric respiration, and temperature sensors. The system

operates at a sampling rate of 256Hz and all sensors are connected to the Plux hub. This

hub transmits the data via Bluetooth to the server and thus ensures reasonable wireless data

acquisition (Requirement 4.2.3).

In addition, the emotion sensor component was enhanced by a Tobii8 X120 eye-tracker for

preliminary experiments, which shows that Requirement 6.1.2 of an expandable system was

met and . Further information about the analysis of the eye tracking data can be found in

the master thesis of a team member (Bielenberg 2016). In addition, a thermal camera was

mounted in front of the bike to measure thermal changes in the participant’s face. First ideas

of the data analysis are described in the report of Kletz (2016). The deployment of a Raytrix9

R5 light field camera was evaluated, but did not prove helpful in the setup, further information

can be found in Kletz and Kleimann (2016).

7http://biosignalsplux.com/
8https://www.tobiipro.com/
9https://www.raytrix.de/
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3.5.4. Emotion Provoking Game Design

The emotion provoking and scene-based game of the second case study was refined to

meet requirement 1.1 of the new game design, which enables multiple forms of adaptation

(Requirement 1.1.9). The tailored game scenes were designed to steer participants in con-

trolled emotional states. The linear structure was improved by a dynamic composition of

game scenes (Requirement 1.1.11). A tunnel acts as a starting and ending portal to provide

the transition between the scenes. It also enables dynamic game play and maintains the

game flow for the user. The virtual tunnel is presented in Figure 3.13.

In the new game design the difficulty is configurable (Requirement 1.1.10), but was fixed for

the second case study to limit the degrees of freedom in the experimental design. Although

it may have been interesting to evaluate different variations, it had to be fixed to focus on the

aims of this PhD thesis.

Figure 3.13.: Tunnel Design: Transition between Scenes
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3.6. Discussion of the Experimental Setup

This chapter has demonstrated that the EmotionBike setup is able to use various sensors

for emotion recognition, which is the ground work for the research questions presented in

Section 3.3. The experimental results of two conducted case studies can be found in Section

4.5 and Section 5.3.

A physical exercise machine was used for an exergame. It was enhanced by steering abil-

ities, a gear shift and a brake. The physical pedal resistance was adapted to the virtual

environment as well as to the states of the gear and the brake. Moreover, the user’s RPM

while exercising was transmitted to the system to calculate the speed of the virtual bicycle.

In the following chapters the exergaming setup is applied to provide a proof of concept for

the defined questions. This requires experiments with a focus on the different characteristics

of the research questions. First a user study is conducted to evaluate if the system is able

to provoke specific emotions by tailored game events in an exergaming context. This case

study confirmed that facial expressions and physiological data can detect emotions in the

exergaming context. Moreover, the influence of personality traits on the emotional reactions

is analysed. The details are presented in Chapter 4.

A second case study is conducted that is based on the refined system design presented in

this chapter. Thus new thrilling game elements are tailored, based on the new controls (gear

and brake) and the emotion recognition is improved by real-time abilities. The details are

presented in Chapter 5.

The system setup presented in this chapter combined with the case studies described in the
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next chapters are a proof of concept for the main research questions and will show that the

system is able to provoke and detect emotions in an exergaming context. Furthermore, it will

be shown that a dynamic story path based on users’ emotions and actions can be applied.



4. Scheme and Experiment A: Novel

Event-based Method for Facial

Expressions and Physiological Data

Analysis in Exergames

The field of entertainment computing continually creates new content to provide rich and

unique experiences and engage players. The substantial progress in technology and story-

telling facilitates new applications in various industry sectors, including healthcare, learning

systems, cockpit designs and video games (Christy and Kuncheva 2014).

In learning systems for instance, it is important to detect the optimal challenge level to facili-

tate fast learning progress without exhaustion or frustration (Grafsgaard et al. 2013). Further-

more it has been shown that it is important to study frustration in affective games (Gilleade

and Dix 2004), while cockpit scenarios focus on the recognition of mental overloads. Affec-

tive games alter their gameplay in response to the current emotional state of a player, and

often provide biofeedback as described in Section 2.3, although a game can also be affective
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without offering biofeedback (Gilleade, Dix, and Allanson 2005). However, the first experi-

ment focused on the provocation and measurement of specific emotions with the tailored

game scenes; in the field of entertainment computing a scene-based game design is often

used, as emotion recognition facilitate scene design on a personalised level (Togelius and

Yannakakis 2016). In this work tailored game scenes feature game elements as stimuli to

trigger specific emotions.

One challenge of designing entertainment systems is that the perception of entertaining val-

ues and the emotional reaction to similar game elements is highly individual. This results in

a different personal experience for users. Thus, the presented system is designed to analyse

these individual reactions and experiences. Furthermore, the system allows to conduct be-

havioural analysis studies. In the presented work a case study with eleven participants was

conducted. The personal information in related research often includes a categorisation in

personality traits to divide the participants in smaller groups, in order to decrease individual

differences in the analysis. The widely used model of personality traits, the Big Five Model

(John and Srivastava 1999) was applied in this work to decrease individual differences in the

analysis. A detailed German version of a Big Five measurement, which was designed by

Satow (2012) was utilised due to the links between physiology and personality described in

the Chapter 2.5.1.

Biddle, Fox, and Boutcher (2000) linked physical activity to mood and emotions, and Lathia et

al. (2016) to happiness. It has also been shown that interactive games are able to enhance

the exercise experience (Warburton et al. 2007). Moreover, Hoda, Alattas, and El Saddik

(2013) found specifically for cycling exergames that combining games with a physical bike
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increases the speed and the average RPM of participants by motivation, resulting in better

exercise.

The analysis of emotional responses can aid game development and its design process

by comparing alternative designs or studying the resonance and engagement of players.

This PhD research developed two novel event-based emotion analysis methods. The first

method is based on emotional reactions in facial expressions. The second enhances the

facial expression analysis by physiological data. Moreover, two publications have shown

that the system is able to provoke specific emotions with tailored game events, and that the

system is able to measure emotions by analysing facial expressions and physiological data

(Müller et al. 2015) and (Müller et al. 2016).

In summary, this chapter presents a new physical cycling game interface, that provokes and

analyses emotions. A case study with eleven participants was designed and conducted to

demonstrate that a provocation of specific emotions is possible with the tailored game events.

The aim of the experiment was to prove the possibility of provoking specific emotions with the

experimental setup, as well as to correctly measure the emotional state of a participant. The

experimental setup was designed to examine individual differences in emotional reactions by

categorising personality traits.

4.1. Experimental Procedure

The physical system setup for the experiment was described in Chapter 3. At the begin-

ning of the experiment the participants were informed about the experimental procedure, as

shown in Figure 4.1 and their right to abort the experiment at any time. They also had to
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sign a consent form. After that they were asked to fill out a couple of questionnaires with

personal information, fitness level and game experience. A part of the personal information

questionnaire included questions designed by Satow (2012), which allow for the categorisa-

tion according to the Big Five personality traits (openness to experience, conscientiousness,

extraversion, agreeableness, and neuroticism) as described in 2.5.1. The division of the

participants into smaller groups was expected to decrease the individual differences in the

analysis. Preliminary studies in our project team indicated that people with high values of

extraversion displayed more emotional reactions.

Figure 4.1.: Experimental Process

The questions about their personal fitness level were aimed at their cycling experiences. A

professional cyclist would probably display other physical reactions to the designed effort

than someone who never rides a bicycle.

The sensors were placed on the participants as described in Section 3.2.3. To start the phys-

ical experiment, the participants had to mount the cycling exercise machine, subsequently

the game was presented on a display in front of the bike. After the completion of all tasks

the participants were asked about their physical strain perception on the range from 1 to 7,

as defined by Borg (2004).

As described in Section 2.5, ethics approval is essential for affective computing studies. The
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experimental procedure presented in this thesis embraces the ethical guidelines of the UWS

and was therefore authorised by the University’s ethics committee.

4.1.1. Experimental Task

The researcher asked the participants to mount the exercise trainer and ride through six

crafted games scenes on the virtual bicycle. In every scene the participants had to ride from

the start to the finish line through the crafted game environment. The experimenter guided

the participants with predefined phrases throughout the game to explain critical parts and

objectives. Figure 4.2 illustrates the order of crafted game scenes described in Section 4.2.

After every scene the participants were asked, which emotion they perceived.

Figure 4.2.: Order of Game Scenes

4.1.2. Emotion Assessment

The emotion annotation is still an ongoing challenge in affective computing (Yannakakis,

Martinez, and Garbarino 2016). As described in Section 2.5.1, it is not yet certain whether

a self-assessment is sufficient or if an observer-assessment is preferable. Therefore, the

experimental design includes the participants’ self-assessment and the assessment of an
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independent human observer. The need for the observer to be trained has not yet been

determined, hence the observer was trained, but no certificate was required. A categorised

labelling of emotions was applied, as that has been described as more intuitive and is as

acceptable as a ranking. The participants were asked to self-assess their emotions after

each scene, as shown in Figure 4.3. The observer assessed the emotions directly in the

scenes. An overall assessment at the end of the complete experiment would have presented

some disadvantages, for instance the long time-span during which the participants would

have to remember many different emotions. The provoked emotions might have influenced

each other; a stressful element is, for instance, not perceived as that stressful in retrospect if

was followed by an even more stressful element.

The presence of an independent observer may be perceived as a judgement and therefore

be seen as a social-evaluative threat to maximise the stress provocation, as described in

Section 2.2.2.

Figure 4.3.: Emotion Assessment Procedure
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4.1.3. Methodological Explanations

The Living Place Hamburg is a smart home laboratory with a focus on future living concepts.

This environment is very interesting for researchers, as well as for companies with an interest

in future technologies. The author’s supervising professor often invites people from science

or business into the lab. The author of this thesis as well as her colleagues guided many tours

through the lab for students or other guests. Moreover, many open house days took place

and during these various events, the author was able to compile a list of volunteers. This

list also includes the author’s and other team members friends and sport colleagues. The

participants were chosen randomly from this list, but were only recruited if they were available

at the time planned for the experiments. In the first experiment most of the participants

were colleagues from other offices or the sports club, due to the tight time schedule. The

only condition was that the participant did not know the system from preliminary studies or

exhibitions.

The average time a participant spent in the laboratory was approximately 60 minutes. This

includes the sensor placement, the gaming tasks and the emotion assessment. However,

it should be mentioned that the EEG sensor placement took around 15 minutes, due to the

intricate technology. Every sensor needs to have contact, which is tested by a software. As

previously mentioned the data were very noisy, and are therefore not further described in this

thesis.

For ethical reasons, the participants were informed about the procedure before the experi-

ment started.
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4.2. Emotion Provoking Game Design

The designed game is a cycling game, which can be categorised as a fun-racer. It has no

ambition to be physically accurate as a real-world bicycle. Instead it offers a broad range of

gameplay mechanics and game events, which are not appropriate in realistic physical simula-

tions. The game is designed according to the following requirements: intuitive (Requirement

1.1.6), easy to learn (Requirement 1.1.7), engaging (Requirement 1.1.4), and highly dynamic

(Requirement 1.1.8). The game is controlled by the player, who has to physically acceler-

ate and steer through the designed virtual environment. The virtual bike is simulated in soft

real-time and the input is directly transferred into the game, hence the exercise machine is

used as a game controller. Game elements are tailored to the needs of the experiments,

and crafted scenes provide users with different exciting objectives (Requirement 1.1.5). In

addition, tailored game scenes feature game elements as stimuli to trigger specific emotions

(Requirement 1.1.1), for instance a crafted Jump Scare Event to provoke fear or surprise,

which are logged into a database (Requirement 1.1.3). The start of the game scenes is

software controllable (Requirement 1.1.2).

The game was designed to provide a moderate strain. The aim was an emotional provo-

cation while exercising, but the game neither provides high intensity training nor sustained

endurance exercise. The mean respiration rate was analysed as an indicator for moderate

strain. Changes in skin temperature were also analysed in case they displayed interesting

results.

The first experiment started with a Training Scene to become familiar with the controls.
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This was followed by the Teddy Scene, the Parcours Scene, the Challenge Scene, the

Mountain Scene and the Forest Scene, as illustrated in Figure 4.2.

Training Scene

In the Training Scene the virtual bicycle is placed on a street of a small town. The only task

for the participants in this scene is to become familiar with the interface mechanics and the

game world by driving from the start to the finish line. As described in Requirement 4.1.2,

it is important to avoid emotional influences on the controls, and the training is designed to

give the participant a chance to become familiar with them. Furthermore Requirement 1.1.7

is addressed, because it is easy to learn and does not require more than one training scene.

The duration of the Training Scene was approximately 45 seconds. Furthermore, all sensor

data were collected to ensure baseline possibilities.

Teddy Scene

The Teddy Scene is located in the same small-town environment as the Training Scene,

although the street is populated with roaming teddy bears, as shown in Figure 4.4. These

teddy bears can be avoided or hit, although in preliminary studies with the project team,

killing the bears was shown to trigger feelings of joy. In case the virtual bicycle hits a bear,

the teddy explodes and the Teddy Hit Event is sent to the message broker. After hitting a

bear, the bike stops by setting the speed to zero and the player has to increase the speed

again by pedalling fast. The duration of the Teddy Scene was approximately 50 seconds.
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The Teddy Scene is designed to provoke joy and thereby to meet Requirement 1.1.1 of

provoking a specific emotion.

Figure 4.4.: Roaming Teddy Bears on the Street in the Teddy Scene (Müller et al. 2015)

Parcours Scene

In the Parcours Scene presented in Figure 4.5 the participants have to collect 20 coins,

which are arranged as a parcours traversal with traffic cones, shown in Figure 4.5a. If the

participant does not collect every coin and cross the finish line, the bike is teleported back

to the start line. After the collection of a coin the Coin Collection Event is triggered and a

particle effect of smileys appears, as shown in Figure 4.5b, which was designed to provoke

surprise. The Coin Collection Event was designed to provoke joy, since it is a step to fulfil

the task. The scene does not end before all coins are collected and the finish line is crossed.

The duration of Parcours Scene was approximately one minute and 30 seconds. The Par-

cours Scene is designed to provoke joy or surprise and thereby to meet Requirement 1.1.1

of provoking specific emotions.
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(a) Coin Collection in the Parcours Scene (b) Smileys after Coin Collection

Figure 4.5.: Pictures of the Parcours Scene (Müller et al. 2015)

Challenge

The Challenge Scene starts on a small path on a mountain road. There is a cliff on the left

and on the right side of the road, as shown in Figure 4.6. The player needs to jump over a

giant gap, shown in Figure 4.6b, in order to finish the scene. To fulfil this task a booster gate,

shown in 4.6a, has to be crossed in proper alignment with a ramp to reach the necessary

speed to catapult the bike over the gap. A successful landing on the other side, as shown in

Figure 4.6c, is a challenging task, due to the alignment and steady steering. Thus the ramp’s

width is increased with the number of trials. To provoke frustration, every time the player falls

down the cliff the Falling Event is triggered and the scene starts again. It is also possible

that the user will express joy; many people smile in frustrating situation, as described in

Section 2.4.3. The sensitive steering usually leads to a frustrating number of trials, therefore

an EDA response is expected. The duration of Challenge Scene was approximately five

minutes, depending on the number of trials. The Challenge Scene is designed to provoke

frustration and thereby meets Requirement 1.1.1 of provoking a specific emotion. In addition

the integrated task provides an exciting challenge to the participants (Requirement 1.1.5).
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(a) Booster Gate and Ramp (b) Jump over the Giant Gap

(c) Landing on the Plateau

Figure 4.6.: Pictures of the Challenge Scene, (a) (Müller et al. 2015), (b) (Müller et al.
(2016), c©2016 IEEE)
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Mountain Scene

The Mountain Scene, shown in Figure 4.7, starts on a mountain road, presented in Fig-

ure 4.7a. The participants have to climb a hill with the bike. The physical resistance of the

ergometer pedals increases in relation to the degree of ascent and thereby builds upon Re-

quirement 3.1 of providing a controlled pedal resistance. The influence of physical strain is

expected to increase the respiration rate of the participants, as Plarre et al. (2011) found res-

piration features are related to physiological stress. After reaching a plateau, shown in Figure

4.7b, which is filled with tall and dense grass, the bike is attacked by spiders. The Spider

Attack Event’s are triggered to surprise the player (Requirement 1.1.1), as the spiders are

hard to spot due to the dense environment. In addition, wall traps emerge unexpectedly and

block the bike for a short period of time. The duration of Mountain Scene was approximately

one minute and ten seconds.

(a) Mountain Road (b) Plateau Filled with Dense and Tall Grass

Figure 4.7.: Pictures of the Mountain Scene, (a) (Müller et al. (2016), c©2016 IEEE)

Forest Scene

In the Forest Scene the virtual bike is located in a dark forest, which the participants have to

cross. The only light source is the bicycle headlight and self-illuminated coins, which guide
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the player through the forest. Before the player enters the finish line a Jump Scare Event is

triggered to provoke surprise or fear (Requirement 1.1.1). All bike controls are immediately

disabled and monsters spawn in front of the bike. This event additionally includes a horrible

shout. The monsters are shrouded in red lights and a grainy film effect distorts the vision,

as shown in Figure 4.8. The Jump Scare Event is expected to provoke a response in EDA

data. The duration of Forest Scene was approximately 45 seconds.

Figure 4.8.: Jump Scare Event in the Forest Scene, (Müller et al. (2016), c©2016 IEEE)

Table 4.1 provides an overview of emotional provoking game scenes and their objectives.

Scene Event Objective Target Emotion Target Reaction

Teddy Teddy Hit
Avoid or hit

roaming teddy bears
Joy

Parcours Coin Collected Collect all coins Joy

Challenge Falling
Make it to the

finish line
Joy, Frustration EDA response

Mountain Spider Attack Ride up a hill Surprise
Increased respiration rate,

EDA response
Forest Jump Scare Cross a dark forest Surprise, Fear EDA response

Table 4.1.: Overview of Emotional Provocation in Game Scenes
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4.3. Participants’ Profile

Eleven participants took part in the case study. Three were female and eight male, and their

age ranged from 19 to 41, with an average age of 27. Seven of them described themselves

as casual gamers and said to play video games two to three hours a week. Four declared

not to play video games on a regular basis. Seven participants confirmed to have experience

with modern game controls like Wii remote or Kinect.

All participants stated that they engage in sports, seven of them on a regular basis. Nine

participants stated they cycle on a weekly basis, ranging from one hour to four hours. None

of the participants said they do professional cycling exercise training, participate in spinning

classes, or have a cycling exercise machine at home.

4.4. Data Analysis Method

The timestamps for the emotion provoking game events were logged in a database and the

sensor data near to the tailored events were considered for the analysis. In this work facial

expressions and physiological data were analysed. According to Gunes et al. (2011b) there is

no unique answer for an optimal window size for data analysis in related literature; moreover,

the provided window size differs between modalities. Thus an appropriate analysis window

was defined for each sensor in this thesis.

The evaluation of affective systems is usually based on self- or observer-assessments (Calvo

and D’Mello 2010), thus this work applies a combination of both. The facial expressions of

the participants were assessed by observers during the experiment.
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The observers were trained by works of Ekman (2004), but they did not have a professional

certificate. In the first experiment a student co-worker was trained for this task.

Subsequent to completion of each level the participants were asked to self-assess their emo-

tions in a retrospective manner. In order to address the phenomenon mentioned by (Graf-

sgaard et al. 2013) among others, namely that facial expressions vary between individuals,

the results were compared with the self and observer-assessments.

4.4.1. Novel Analysis Method for Facial Expressions in Exergames

Paul Ekman developed a facial action coding system (FACS), which allows to train people

to recognise emotions in faces, as described in Section 2.4.1. FACS can be used to label

images used as training input for computer systems based on machine learning. The facial

expression data in this work are analysed with the Computer Expression Recognition Toolbox

(CERT) introduced by Littlewort et al. (2011), which is based on Ekman’s theory. CERT

provides a probability for basic emotions: joy, disgust, anger, fear, neutral, sad, surprise and

contempt. It is based on machine learning algorithms to train the recognition rate in image

sequences showing FACS coded emotions, as described in Section 2.4.1. The calculation

of probability values was described for the predecessor of CERT, Emotient and is described

in Equation 5.1.

Section 3.1 states that the game should provoke different emotions. The analysis of emo-

tions therefore focuses on the evaluation of the aimed emotions, which should be triggered

in a specific scene. Furthermore the self-assessment and the observer-assessment were
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analysed and in case they differed from the provocation aim, the described emotion was

analysed in more detail as well.

The probability values near the provoking events were compared with the target emotions

within a time window of 3 seconds (0.5 seconds before and 2.5 seconds after an event).

Those data were evaluated for emotion probability peaks. An example event analysis is

shown in Figure 4.9. For each target event maximum and mean basic emotion probability

were calculated. Provoked emotion responses were taken into account for the summary

results if they exceed a threshold of 0.5 or more specifically 50 % (Müller et al. 2015).

Figure 4.9.: Example Emotion Analysis for Data of Forest Scene: Black vertical line marks
a game event (A), interval (B) shows the analysis window, red line (C) marks the
detection threshold, black line shows an emotion response curve. (Müller et al.
2015)

4.4.2. Novel Analysis Method for Physiological Data in Exergames

Various applications benefit from research with stress recognition (Wallbott and Scherer

1991), for instance driving (Healey and Picard 2005) or pre-hospital care (Kindness, Mellish,

and Masthoff 2013b). It has been shown that mental strain may increase negative emotions

(Feldman et al. 1999), lead to discriminative facial expressions (Wallbott and Scherer 1991)
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and self-reports (Baggett, Saab, and Carver 1996). Therefore, this section illustrates the

extension of the facial expression analysis method by physiological data analysis. Emotion

classification methods cannot be directly applied to detect stress, as they focus on a specific

set of emotions and do not include the whole variety of negative emotions that are able to

provoke stress (Plarre et al. 2011).

The presented combined analysis is designed to evaluate physical and cognitive stress as

well as emotional reactions. In this way the integration of physiological data analysis allows to

enhance the entertaining exergame system by means of a balanced workout programme.

The physiological system reacts to more than stress, as described in Section 2.4.2. Changes

in the physical or mental condition are also influential, hence the recognition of physiological

responses during physical activity differs from recognition without movement. The designed

exergame system requires physical effort, therefore the presented approach focuses on an

event-based analysis, similar to the facial expression analysis method presented in Section

4.4.1.

In related literature, the analysis of EDA, respiration and temperature data has shown to be

very promising, as described in Section 2.4.2. EDA is a part of the autonomous nervous

system, which is known to be closely associated with the arousal of the participant (Bouc-

sein 2012). The EDA signal was used for basic emotion recognition (Jang et al. 2011). In

the presented PhD thesis the recognition of basic emotions is achieved through the analysis

of facial expressions. The findings of the developed facial expression analysis method have

shown individual differences in the expression of emotions. Many expressed emotions nei-

ther correlated with the self-assessments nor with the observer-assessments. The results of
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the facial expression analysis will be described in more detail in Section 4.5.3. The integra-

tion of physiological data analysis promises to enhance the successful emotion recognition

rates. The recognition of frustrating game elements is expected to benefit from a combination

of EDA data and facial expressions. Furthermore, the analysis of EDA data can be applied

for stress detection, as described in Section 2.4.2.

Stress can be measured by baseline differences in the EDA data (Wallbott and Scherer

1991), but the results are controversial (Friedrichs et al. 2015). The developed analysis

method is event-based, but for the sake of completeness baseline differences have been

evaluated as well. Thus, in the presented analysis method, EDA sensor data were evaluated

in two ways. An activity peak detection for the sensor data focused on the phasic compo-

nent of the signal and a baseline evaluation focused on the tonic component of the signal.

Furthermore the event-based analysis method was enhanced by a peak detection algorithm.

Related research has shown that the activity response in the skin conductance signal can be

delayed by one to three seconds after an event. In addition, the ascent of a curve peak can

take up to five seconds (Boucsein 2012). Therefore this work uses an expansive analysis

window. To choose an applicable window size, two events were analysed in detail. Table 4.2

presents the peaks detected for the different analysis windows regarding the Falling Event

in the Challenge Scene. It shows that an analysis window from one second before to ten

seconds after the occurrence of the event is preferable for this scene. Table 4.3 shows dif-

ferences in recognised peaks for different analysis window sizes for the Jump Scare Event

in the Forest Scene. In this event, an analysis window from one second before to eight sec-

onds after the occurrence of the event is enough. Further results are presented in Section

4.5.4.
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Table 4.2.: Correspondences between the Falling Event in the Challenge Scene and EDA
peaks detected (Total Matches:70), (Müller et al. (2016), c©2016 IEEE)

Left
Border (s)

Right
Border (s)

Window
Size (s)

Matches
Found

Matched
(%)

1.0 4.0 5.0 60 86
1.0 6.0 7.0 64 91
1.0 8.0 9.0 66 94
1.0 10.0 11.0 68 97
2.0 4.0 6.0 62 89
2.0 6.0 8.0 66 94
2.0 8.0 10.0 68 97
2.0 10.0 12.0 70 100

Table 4.3.: Correspondences between the Jump Scare Event in the Night Scene and EDA
peaks detected (Total Matches:11), (Müller et al. (2016), c©2016 IEEE)

Left
Border (s)

Right
Border (s)

Window
Size (s)

Matches
Found

Matched
(%)

1.0 4.0 5.0 4 36
1.0 6.0 7.0 8 73
1.0 8.0 9.0 10 91
1.0 10.0 11.0 10 91
2.0 4.0 6.0 4 36
2.0 6.0 8.0 8 73
2.0 8.0 10.0 10 91
2.0 10.0 12.0 10 91

4.5. Experimental Results

4.5.1. Personality Traits

Before the experiment started, the participants were asked to fill out a questionnaire de-

signed by Satow (2012). This questionnaire allows a categorisation according to the Big

Five, the personality traits extraversion, agreeableness, conscientiousness, neuroticism and
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openness to experiences. The results of the analysis are presented in Figure 4.10. Three

have a high intensity of agreeableness and four have a high intensity of neuroticism. Two par-

ticipants showed a low intensity of agreeableness, seven a low intensity of conscientiousness

and four a low intensity of neuroticism. Two participants showed a low intensity of openness

to experiences while two can be categorised as very open to experiences.

Three participants are highly extroverted, while two are introverted. An interesting finding

is that the highest peaks in EDA data and the facial expression analysis was exhibited by

extroverted participants. One of the participants who were classified as extroverted had the

highest value in the facial expression analysis and the highest peak in the EDA analysis.

Another highly extroverted participant exhibited high values in facial expressions, and the

third participant had very high peaks in EDA analysis. However, this effect requires more

participants to obtain significant results. Moreover, no negative correlation between EDA

and neuroticism, as has been reported in literature (Brouwer et al. 2013), was found in the

case study.

4.5.2. Emotion Assessment

The emotion assessment of the first case study consisted of self-assessment and the as-

sessment of an independent observer. Both are illustrated in Appendix 4.5.2. The self-

assessments of the Training Scene, the Teddy Scene and the Parcours Scene are pre-

sented in Table 4.4. The results of the Challenge Scene, the Mountain Scene and the

Forest Scene are shown in Table 4.5. The observer-assessment is presented in Table 4.6

and Table 4.7, respectively.
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Figure 4.10.: Proportional Distribution of the Big Five Personality Traits of Eleven Participants
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Participant
Id

Training Teddy Parcours

1 Neutral
Surprise,
Confused,

Joy

Ambition,
Joy

2 Neutral Relaxed/Calm Bored

3 Joy
Compassion,

Joy
Stressed out

4
Concentrated/Interested

Expectant
Joy

Concentrated/Interested
Expectant

5 Neutral Joy Confused

6 Neutral
Joy

Concentrated/Interested
Neutral

7 Concentrated/Interested Joy Neutral

8 Joy Joy
Joy,

Ambition

9 Neutral
Joy,

Neutral
Concentrated/Interested

10 Joy Joy
Joy,

Effort/ Strain

11
Concentrated/Interested

Joy
Joy

Relaxed/Calm
Frustrated

Joy

Table 4.4.: Participants’ Self-Assessment for Training Scene, Teddy Scene and Parcours
Scene during the First Case Study
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Participant
Id

Challenge Mountain Forest

1
Stressed out,

Relief
Effort/ Strain,

Surprise
Discomfort/ Anxiety/ Tension,

Frightened/ Shocked

2
Stressed out,

Frustrated
Effort/ Strain,

Joy
Frightened/ Shocked

3 Stressed out
Effort/ Strain,

Surprise
Frightened/ Shocked

4
Stressed out,

Ambition
Confused Frightened/ Shocked

5 Angry Relaxed/Calm Stressed out

6
Surprise,
Ambition

Effort/ Strain Frightened/ Shocked

7
Frustrated,

Stressed out,
Ambition

Effort/ Strain
Concentrated/Interested,

Frightened/ Shocked,
Fear

8

Joy,
Discomfort/ Anxiety/

Tension,
Ambition

Joy,
Effort/ Strain

Frightened/ Shocked

9
Joy,

Frustrated,
Ambition

Bored,
Effort/ Strain

Frightened/ Shocked,
Joy

10
Ambition,

Effort/ Strain

Surprise,
Effort/ Strain,

Frightened/ Shocked
Frightened/ Shocked

11 Ambition Confused Neutral

Table 4.5.: Participants’ Self-Assessment for Challenge Scene, Mountain Scene and For-
est Scene during the First Case Study



4. Scheme and Experiment A 142

Participant
Id

Training Teddy Parcours

1 Joy
Confused,

Joy
Concentrated/ Interested

2
Joy,

Confused
Neutral

Concentrated/ Interested,
Bored

3 Neutral
Joy,

Effort/ Strain
Stressed out

4 Concentrated/ Interested Joy Concentrated/ Interested
5 Concentrated/ Interested Joy Concentrated/ Interested
6 Relaxed/Calm Surprise Relaxed/Calm

7
Joy,

Concentrated/ Interested
Joy,

Frightened/ Shocked
Concentrated/ Interested,

Effort/ Strain

8
Joy,

Concentrated/ Interested
Joy

Joy,
Concentrated/ Interested

9 Joy
Joy,

Concentrated/ Interested
Concentrated/ Interested,

Confused

10
Joy,

Surprise,
Concentrated/ Interested

Joy,
Concentrated/ Interested,

Ambition,
Expectant

Concentrated/ Interested

11 Concentrated/ Interested Joy
Joy,

Ambition

Table 4.6.: Observer-Assessment for Training Scene, Teddy Scene and Parcours Scene
during the First Case Study
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Participant
Id

Challenge Mountain Forest

1

Concentrated/ Interested,
Surprise,

Joy,
Stressed out

Effort/ Strain,
Joy

Surprise,
Frightened/ Shocked

2
Surprise,

Joy,
Stressed out

Effort/ Strain,
Surprise

Concentrated/ Interested,
Stressed out,

Frightened/ Shocked

3
Frustrated,

Effort/ Strain
Effort/ Strain,

Joy
Frightened/ Shocked

4 Confused
Bored,

Confused
Frightened/ Shocked

5
Surprise,

Stressed out
Neutral Neutral

6
Frustrated,
Ambition

Relaxed/Calm Surprise

7
Joy,

Concentrated/ Interested,
Relief

Joy,
Surprise,

Discomfort/ Anxiety/
Tension

Frightened/ Shocked,
Neutral

8
Joy,

Stressed out,
Effort/ Strain

Joy,
Effort/ Strain,

Frightened/ Shocked

Concentrated/ Interested,
Frightened/ Shocked

9

Joy,
Concentrated/ Interested,

Frustrated,
Relief

Bored,
Stressed out,
Effort/ Strain

Joy,
Concentrated/ Interested,

Frightened/ Shocked

10

Joy,
Surprise,

Concentrated/ Interested,
Frustrated,

Effort/ Strain

Joy,
Surprise,
Disgust,

Effort/ Strain

Surprise,
Concentrated/ Interested,

Frightened/ Shocked

11
Joy,

Frustrated,
Ambition

Concentrated/ Interested Surprise

Table 4.7.: Observer-Assessment for Challenge Scene, Mountain Scene and Forest
Scene during the First Case Study
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Training Scene

The Training Scene was designed to allow the participants to become familiar with the

controls, thus no events were triggered during the scene. Five of the participants stated they

felt neutral and four that they felt joy. The observer recognised joy six times. In addition the

observer saw concentration by six participants, which were exactly the anticipated results.

Teddy Scene

In the Teddy Scene ten self-assessments indicated joy. These results were amplified by nine

observer-assessments, stating joy. These results were as expected, as it was designed to

provoke joy.

Parcours Scene

In the Parcours Scene eight observer-assessments indicated concentration or interest,

although only two participants stated they felt concentrated or interested. Four self-

assessments described joy during the scene. None of the assessments showed surprise,

which was expected from the smiley particle effect. The positioning of the coins and the

traffic cones may have provoked concentration instead of the intended joy.

Challenge Scene

The repetition of Falling Events during the Challenge Scene was described as frustrating

by three of the participants, five of them stated they felt stressed out and seven mentioned
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ambition. Four observer-assessments indicated stressed out and five frustration. Ambition

was recognised twice by the observer.

Mountain Scene

Eight self-assessments of the Mountain Scene and six observer-assessments indicated

effort or strain. These results were expected, as the participants had to cycle up a hill at

the beginning of the scene. Only three of the participants stated they were surprised by the

Spider Attack Event and only three observer-assessments indicated this.

Forest Scene

The Jump Scare Event in the Forest Scene was described as shocking or frightening by

nine of the participants. Eight of the observer-assessment indicated frightened or shocked;

in addition surprise was recognised twice.

Summary of Emotion Assessment

Table 4.8 summarises the results of the self-assessment and the observer-assessment. It

provides a comparison of the assessment related to the game scenes.
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Scene Emotion Occurrence of
Self-assessment

Occurrence of
Observer-assessment

Teddy Joy 10 9
Parcours Joy 4 2
Parcours Surprise 0 0
Parcours Concentrated / Interested 2 8
Challenge frustration 3 5
Challenge Stressed Out 5 4
Challenge Ambition 7 2
Mountain Effort / Strain 8 6
Mountain Surprise 3 3

Forest Shocking / Frightening 9 8

Table 4.8.: Summary of Emotion Assessment

4.5.3. Facial Expression Analysis

The facial expressions occurring during the Training Scene were not analysed, as no events

were triggered to provoke emotions. The aim of this scene was to become familiar with the

controls of the virtual bicycle. Therefore the results of the other scenes are presented in the

following. Furthermore, the results of the personality traits regarding the facial expression

analysis are presented.

Personality Traits

Participants with a high value in extraversion had a higher maximum value in the expression

of joy. The maximum probability for extroverted person was 0.89 against 0.76 for introverted

participants.
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Teddy Scene

In the Teddy Scene the Teddy Hit Event was designed and crafted to provoke joy. The

results of the facial expression analysis for this event showed that this worked for eight out

of ten participants (one participant avoided to hit a bear). Figure 4.11 shows the highest

probability for the emotion joy, as max value, which was expressed by a participant during

all events. In this scene joy should be provoked and therefore only the results for joy are

displayed. The mean value is calculated over all events and in this scene many teddy bears

can be hit. One of the participants (Participant Id 8) did not hit any teddy, due to successful

avoidance. Participant number two did not recognise the Teddy Hit Event, as the teddy

bumped into the virtual bicycle from behind, resulting in low values. The relative high max

values of participant four in combination with a low mean value indicate that he or she felt joy

at least once.

Figure 4.11.: Experimental Results of the Facial Expression Analysis of the Teddy Hit Event
in the Teddy Scene (Müller et al. 2015)
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Parcours Scene

In the Parcours Scene the participants faced the task to collect 20 coins in order to com-

plete the scene successfully. The Coin Collection Event was expected to create joy, as

every collected coin is a step to fulfil the task. Furthermore, the Coin Collection Event trig-

gered a smiley particle effect, which might provoke surprise. Figure 4.12a show that seven

of the participants displayed joy in their facial expressions at least once. The low mean value

indicates that the provocation effect was not maintained for the duration of 20 coins. In addi-

tion the player was teleported to the start line in case he or she did not collect all the coins,

which also influenced the emotional reactions. Near misses in collection and anticipation of

finishing the scene provoked a stronger response.

The results of the facial expression analysis for surprise is presented in Figure 4.12b. Six

participants displayed high surprise values during the Coin Collection Event, indicating

that they were surprised at least once. In this scene joy or surprise should be provoked and

therefore only the results for joy and surprise are displayed.

(a) Experimental Results of Joy Probabilities (b) Experimental Results of Surprise Probabilities

Figure 4.12.: Experimental Results of the Facial Expression Analysis of the Coin Collection
Event in the Parcours Scene (Müller et al. 2015)
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Challenge Scene

In the Challenge Scene the participants had to cross a booster gate to jump over a giant

gap, which is a very challenging task. Many attempts are necessary, as landing on the other

side requires correct steering alignment. Every time the player falls down the cliff, the Falling

Event is triggered. The continual repetition is intended to provoke frustration. The ambition

of most participants was very high, resulting in various emotional reactions. Ten out of eleven

participants displayed joy during the Falling Event and all of them displayed sadness at least

once, as shown in Figure 4.13a and Figure 4.15d, respectively. The phenomena that people

smile in natural frustrating situations has been reported by Hoque and Picard (2011). In

this scene frustration should be provoked, but CERT does not provide probability values for

frustration. For this event therefore joy and sadness have been evaluated. Sadness as a

reference for a negative emotion and joy, as many people smile during natural frustration.

(a) Experimental Results of Joy Probabilities (b) Experimental Results of Sad Probabilities

Figure 4.13.: Experimental Results of the Facial Expression Analysis of the Falling Event in
the Challenge Scene (Müller et al. 2015)
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Mountain Scene

In the Mountain Scene the participants encountered spiders roaming in the tall and dense

grass. The Spider Attack Event was not perceived as very surprising. Only four participants

displayed surprise in their facial expression, as shown in Figure 4.14. No mean values are

presented in the diagram, as the Spider Attack Event is not repeated. Many of the partici-

pants seemed distracted, due to the high physical resistance while cycling up the mountain

at the beginning of the scene. In this scene surprise should be provoked and therefore only

the results for surprise are displayed.

Figure 4.14.: Experimental Results of the Facial Expression Analysis of the Spider Attack
Event in the Mountain Scene (Müller et al. 2015)

Forest Scene

The Jump Scare Event in the Forest Scene provoked the most varying emotional re-

sponses in the facial expressions, as shown in Figure 4.15. Two of the participants showed

fear and one displayed surprise. Four showed joy and one participant had high values for

disgust. These results neither correlate with the self-assessment nor with the observer-

assessment as described in Chapter 4.5.2. As the Jump Scare Event occurred only once,
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no mean values are presented. In this scene surprise or fear should be provoked, but no

clear results were found. High responses were found in fear and surprise, but also in disgust

and joy.

(a) Experimental Results of Fear Probabilities (b) Experimental Results of Surprise Probabilities

(c) Experimental Results of Disgust Probabilities (d) Experimental Results of Joy Probabilities

Figure 4.15.: Experimental Results of the Facial Expression Analysis of the Jump Scare
Event in the Forest Scene (Müller et al. 2015)

Conclusion of Facial Expression Analysis

The experimental results of the presented novel facial analysis method demonstrated that the

tailored game events are able to provoke specific emotions displayed in the participants’ facial

expressions. Table 4.9 provides an overview of the results of provoked emotions per scene.

The crafted Teddy Hit Event and the Falling Event provided the best results in provoking
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specific emotions. The Coin Collected Event and the Jump Scare Event provoked a more

varied emotional response in the type and probability of emotion.

Scene Event Target Emotion Participants Provoked in %
Teddy Teddy Hit Joy 80

Parcours Coin Collected Joy 63.6
Challenge Falling Joy 90.9
Challenge Falling Sad 100
Mountain Spider Attack Surprise 36.4

Forest Jump Scare Surprise 18.2
Forest Jump Scare Joy 36.4
Forest Jump Scare Fear 18.2
Forest Jump Scare Disgust 9.1

Table 4.9.: Summary of Provoked Emotions with crafted Events for the Eleven Participants
(Müller et al. 2015)

4.5.4. Physiological Data Analysis

Respiration Rate

The experiment was designed to provide moderate strain for the participants, as the aim

was an emotional provocation while exercising, and not high intensity training or sustained

endurance exercise. The respiration rate can increase up to 50 breaths per minute (Naka-

jima, Tamura, and Miike 1996) during exercises in which a high effort is required. The results

presented in Figure 4.16 show that the aim of provoking moderate physical strain was suc-

cessful. The mean respiration rate did not increase much over the scenes (Rounded: 14.6

to 15.3). The maximum respiration rate was shown in the Mountain Scene with a value of

22.
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Figure 4.16.: Experimental Results of the Physiological Data Analysis: Mean Respiration
Rate for all Scenes

EDA Baseline

A slow drift of the baseline over time has been reported by Kächele et al. (2015). The tonic

component of the EDA signal is not highly diagnostic in the conducted case study due to

the required physical activity. Figure 4.17 shows that the baseline increases from scene to

scene. For most subjects the absolute values changed due to the physical effort. However,

the presented event-based approach is robust to these changes, as it focuses on the phasic

component of the signal and therefore on a peak based evaluation.

Training Scene

The Training Scene was implemented without emotion provoking events, as the only aim

was to become familiar with the controls and the virtual game environment. The results of

the physiological data analysis show a mean respiration rate in the Training Scene of 14.8.

Eight of the participants had a high mean value, which might be explained by nervousness

or the challenge of becoming familiar with the controls.
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Figure 4.17.: Experimental Results of the Physiological Data Analysis: EDA baseline, (Müller
et al. (2016), c©2016 IEEE)

Teddy Scene

Joy was displayed in the facial expressions of most participants. The EDA data analysis did

not show results, which confirms the hypothesis that the smile in the Challenging Scene

differs from the smile in the Teddy Scene, due to the lack of frustration provocation. The

mean respiration rate in the Teddy Scene was 14.9.

Parcours Scene

For the Coin Collection Event in the Parcours Scene no interesting results was found in the

EDA data. However, an interesting finding was that the mean respiration rate in the Parcours

Scene was the highest for all scenes with a value of 15.3.
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Challenge Scene

In the Challenge Scene the participants needed to cross a booster gate to reach the finish

line, which triggered the Booster Event. Due to the challenging steering alignment most

of the attempts lead to falling off the cliff, which triggers the Falling Event. An interesting

finding was that seven participants had positive peaks in their temperature change data by

crossing the booster gate for the first time and four had negative peaks. However, this is

not a significant result and further evaluations of this effect would be required. Examples of

temperature change data are presented in Figure 4.18.

Figure 4.18.: Temperature change raw data during the Challenge Scene for the Boost
Event and the Falling Event, (Müller et al. (2016), c©2016 IEEE)

A matching performance of 97% in EDA data was found for an analysis window of one second

before and ten seconds after the event. This effect can be interpreted as tension due to the

challenging objective. As previously described, the facial expression analysis was not very

successful in this scene due to individual reactions. As shown in Figure 4.19, a combination

of the event-based EDA data analysis with the event-based facial expression analysis is very

promising, as high tension was provoked in the presented case study due to the repetition of



4. Scheme and Experiment A 156

falling off the cliff, which starts the scene again. The mean respiration rate in the Challenge

Scene was 14.7 breaths per minute, which is related to moderate strain.

Figure 4.19.: EDA raw data and Joy Output during the Challenge Scene for the Boost Event
and the Falling Event, (Müller et al. (2016), c©2016 IEEE)

Mountain Scene

The basic emotions theory does not include physical strain, which the CERT software can

thus not recognise in the facial expressions. The physiological data analysis shows that

the mean respiration rate increased to a value of 15.0 in the Mountain Scene, due to the

increasing physical strain while climbing the hill.

Forest Scene

The physiological data analysis results were much more promising than the facial expression

analysis, in which varying emotional responses were found. Ten out of eleven participants
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showed a high peak in the analysis window of the Jump Scare Event, resulting in a recog-

nition rate of 91%. Example EDA raw data are presented in Figure 4.20. Furthermore,

seven participants had a positive peak in the data of the temperature change sensor and two

exhibited a negative peak. The mean respiration rate in the Forest Scene was 14.6.

Figure 4.20.: EDA raw data during Forest Scene for the Jump Scare Event, (Müller et al.
(2016), c©2016 IEEE)

Conclusion Physiological Data Analysis

The physiological data analysis enhances the previously described facial expression analysis

method. EDA responses were found for 97% of the Falling Event and for 91% of the Jump

Scare Events. The integration of physiological data analysis in the Challenge Scene helps

for instance to avoid false positives in joy recognition. The analysis of EDA data is preferable

for the presented exergaming setup, as the consideration of the respiration rate and the

temperature change are less expressive. Table 4.10 summarises the results of physiological

reactions.
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Scene Event Target Reaction Results
Challenge Falling EDA response 97%

Mountain Spider Attack
Increased

respiration rate

Highest max value
in respiration rate (22)

no considerable EDA responses
Forest Jump Scare EDA response 91%

Table 4.10.: Overview of Physiological Provocation Results

4.6. Conclusion

In this chapter, the benefits of a computerised exercise machine to provoke specific emotions

in game contexts have been established. The presented affective exergame was designed to

provoke specific emotions by means of tailored game events. An experiment was designed

and a case study with eleven participants was conducted to prove that the system is able to

provoke and measure user emotions.

The experimental procedure included the evaluation of personality traits to obtain more in-

sights into individual differences in emotional reactions, which can vary between groups of

users. Therefore emotion responses may be correlated with factors such as personality traits,

gender or age to enable an improved prediction of emotional reactions, which was indicated

by the results of the first case study. The highest peaks in EDA data and facial expressions

were exhibited by extroverted participants for the Falling Event and the Jump Scare Event.

One of the participants classified as extroverted displayed the highest values in facial ex-

pressions and EDA data. To get more significant results, the number of participants will be

increased in the next experiment.

A novel event-based analysis method for facial expressions was developed, and the results

have shown (Müller et al. 2015) that the tailored game elements are able to provoke the
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predefined emotions. The Teddy Hit Event and the Falling Event provoked emotions in

most subjects. The Coin Collection Event and Jump Scare Event provoked a more varied

response in type and probability of emotion. The aim of this experiment was more than to

provoke the specific emotion, but rather to show that emotions can be detected with the

presented setup.

A novel analysis method for physiological data was presented to enhance emotion recogni-

tion. It was shown in Müller et al. (2016) that the combination of physiological data analysis

with facial expression analysis magnifies the potential for affective exergaming applications.

Furthermore the identification of individual differences in the perception of entertaining val-

ues increased by adding physiological data analysis. The emotion detection rate for the

Jump Scare Event in the Forest Scene for instance could be enhanced by physiological

data analysis. Moreover, the detection rate of the emotional responses to Falling Event in

the Challenge Scene could be increased to 97%.

Game development is one application area that benefits from this research. The provided

analysis of game events can aid the design process by comparing alternative designs or

studying the resonance and engagement of players. Furthermore, the presented analysis

methods provide a quantified measurement of emotional user reactions to analyse user ex-

perience. A further interesting application for the presented research is healthcare systems,

but more flexibility is required to provide a balanced workout programme, which will be the

focus of the next experiment.

A more reactive affective system that is able react to users’ emotions has to analyse the

emotions in soft real-time. The applied software for facial expression recognition, CERT, does

not have these abilities. Thus, for further experiments another tool needs to be purchased
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and integrated to setup a more adaptive affective system. The tools available on the market

were evaluated by another team member Bernin et al. (2017).

Sometimes it was difficult for the participants to describe their emotions. For the next ex-

periment a list of suggestions was defined, which was visible to the participants during the

assessment. For instance, in the German language there is the word for surprise (Über-

raschung), which was used for a positive surprise (Erstaunt) and for scary frightening events

(Erschrocken). Thus the list of suggestions included both terms, and the participants were

asked which one they had in mind. Moreover, there are many emotions with a similar mean-

ing in the German language, thus for every scene there was a list of perceived emotions,

although they often described the same emotion. A list of suggestions will overcome the

difficulties of emotion categorisation in the post processing of the experiment as well.

Some of the participants had trouble with the physiological sensors, as the cable was tan-

gled up in the ergometer pedals. Therefore the next experiments required wireless data

transmission of the sensors.

The experimental setup was part of a classical laboratory setting (Figure 3.4), which often

makes people feel uncomfortable. Further experiments require a more natural environment,

thus for the next experiment a smart home laboratory, the Living Place Hamburg was chosen,

to provide more comfortable surroundings. The Living Place enhanced the situational context

awareness of the system by the smart home environmental control (Brauer 2014; Ellenberg

et al. 2011).
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Multi-emotion Provoking Game

Scenes

The paradigm of "healthy living" is attracting growing worldwide attention. The increasing

sedentary lifestyle in western countries requires a well-balanced workout programme com-

bined with adequate nutrition (Hamilton et al. 2012). Exergames have been shown to support

a healthier lifestyle, as entertaining content offers excellent possibilities to encourage en-

durance by motivating elements (Malaka 2014) to support a personalised fitness programme.
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Therefore expectations increased for entertaining content in healthcare and fitness applica-

tions during the last years. The market benefits from recent technological enhancements

in fitness assessment, such as quantified-self devices for activity tracking and physiological

data acquisition. As previously mentioned, ergometers are often used in medical rehabilita-

tion and for endurance or high intensity indoor fitness training. Thrilling and exciting content

facilitates user motivation, thus the physical cycling exergame controller was enhanced by a

gearshift and a brake to facilitate the design of more natural game elements by the provided

controls. However, for healthcare and rehabilitation applications it is important to consider

personal fitness and to avoid physical or mental stress. Thus, the presented entertaining con-

tent includes a mixture of physiological stress and emotion provoking game elements, which

are controlled in intensities to provide an exciting but not taxing exercise experience. The

designed exergaming system encourages an ambient personal fitness programme through

entertaining content.

To automatically detect the optimal challenge level is as important in learning systems as in

training systems, in order to provide a sustained activity or facilitate a fast learning progress

without exhaustion (Malaka 2014) or frustration (Grafsgaard et al. 2013). Adaptive learning

systems are designed to provide this optimal challenge by considering emotional engage-

ment (Alyuz et al. 2016). Affective games that provide an appropriate challenge level can be

highly motivating, but need to ensure to avoid a mental overload, similar to learning systems.

In exergames, adaptation of the required effort can avoid a taxing effect.

Today’s video games utilises open worlds, nonlinear game designs and action-based char-

acter designs to overcome linear story lines and static experiences. These advances aid

the design of individual and evolving narratives. It is more entertaining to integrate individual
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emotional reactions in the content selection, which goes beyond a choreographed content.

Moreover, the difficulty level of video games can be adapted to a person’s game experience,

resulting in improved motivation. Many commercial games (Christy and Kuncheva 2014)

were developed during the last decade, demonstrating the physiological and behavioural ef-

fects of affective computing. For the second case study, the analysis method described in

Chapter 4 was enhanced by a real-time emotion evaluation, to allow the system to adapt the

gameplay dynamically.

Due to the virtual game environment and the physically accessible exercise machine con-

troller, situational context awareness was ensured and enhanced by changing the location

of the physical cycling exergame controller to the smart home environment, the Living Place

Hamburg (Brauer 2014; Ellenberg et al. 2011).

Physical aspects combined with emotional states have a high potential to enhance user moti-

vation and training effects. In this chapter an affective entertainment application is presented,

which is able to take participants on an Emotional Journey by adapting the gameplay to in-

dividual emotional responses. The term Emotional Journey is applied for entertainment

computing. It is only loosely related to other areas, such as therapy, motivational or design

research, in which the term might also be used. The concept of an Emotional Journey is

introduced to modify the often applied character-based game development to a gameplay

that is affected by emotional responses supplemental to action-based modifiers. The Emo-

tional Journey is designed as the emotional path a player takes during the entertainment.

The journey includes established emotion provoking game scenes. They are combined with

new entertaining content. The emotions are recognised by the developed emotion recogni-
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tion analysis methods and the gameplay is adapted to ensure the provocation of the specific

emotions in the right order.

The new game design provides a multi-emotion provoking and continuous game design,

which makes this study an important step on the way toward holistic integrated exergames,

and goes beyond the previously designed single-emotion provoking game scenes. This work

shows the potential of individualised content to enhance users’ endurance by means of in-

creased motivation, and is a first step toward a personalised adaptive fitness system.

An experiment was designed and a case study with 25 participants was conducted to show-

case the potential of the enhanced exercise experience by multi-emotion provoking game

elements and an emotion responsive gameplay. The results were published in Müller et al.

(2017a) for the Emotional Journey and in Müller et al. (2017b) for the multi-emotion provok-

ing game elements.

5.1. Experimental Procedure

The experimental procedure was similar to the first case study, as shown in Figure 4.1,

and embraced the same ethical guidelines. The experiment started with an explanation of

the experiment, and the sensors were placed before the tasks began. The physiological

sensors were extended by an ECG and a BVP sensor. The sensor positions were based

on Einthoven’s triangle, as described in (Zalis and Conover 1972). The anode was placed

on the right clavicle, the ground electrode on the left clavicle, and the cathode on the left

forearm. The BVP sensor was attached to the third finger of the left hand and the Plux

connection hub was mounted at the belt of the participants. The experimenter who guided the
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sensor placement was of the same gender as the participants to avoid feelings of discomfort

(Requirement 2.2).

The experimental procedure included the same questionnaire about Big Five personality

traits as the first case study. However, the analysis was conducted by another team mem-

ber.

Every scene started and ended with a tunnel. This was an appropriate place to ask the

participants for a short self-assessment, to ensure a brief retrospection time for perceived

emotions. The observer was asked to assess the participants’ emotions during the scene

and again had the task to function as a judge, as it has been shown by Dickerson and Kemeny

(2004) that social-evaluative threats are perceived as stressful, as described in Section 2.2.2,

to meet Requirement 1.2 and intensify the provocation.

5.1.1. Emotion Assessment

The emotion assessment was based on a short self-assessment after each scene and an

observer-assessment during the ride, based on the results of the first case study. The self-

assessment was enhanced, due to the findings from the first case study. A predefined list of

emotions that were relevant for the experiment was presented to the participants. Figure 5.1

shows these German terms for emotions. As previously mentioned, it is quite challenging to

find a suitable translation. Essentially the list included basic emotions, and those that might

be perceived by the participants during the crafted game scenes.

Following a completed scene, the participants were asked about the fun they perceived,

using the discrete scale presented in Figure 5.2. This scale was introduced by Nacke et al.
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Figure 5.1.: Relevant Emotions for the Second Case Study
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(2011), although it was translated to German for this experiment. The scale ranges from 1

(not much fun) to 5 (very fun).

Figure 5.2.: Scale for Perceived Fun

5.1.2. Methodological Explanations

In this experiment the participants were chosen in a similar way to the procedure described

in Section 4.1.3. The experiences of the first experiment suggested that the author should

not conduct the experiment with volunteers that she knew personally to avoid any influences.

Therefore many friends and flatmates of the other team members were invited. The final

decision about the participation of the volunteers was based on the tight time schedule, and

the required minimum number of 20 participants. In the end 25 participants were invited to

participate on a voluntary basis. None of the participants in this experiment had taken part

in the first experiment.

After the participants arrived in the smart home laboratory the environment was first ex-

plained to them, as in most cases they were very impressed and had many questions. Then

they were informed about the procedure, so they did know that the experiment aims at emo-

tion provocation. This embraces the ethical guidelines of the UWS and was therefore autho-

rised by the University’s ethics committee.
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The time a participant spent in the laboratory was approximately one and a half hours. This

includes the introduction, the questionnaires, the sensor placement, the time of exercising

and the assessment between the scenes and after the three tasks of the experiment.

5.1.3. Experimental Tasks

The experiment was divided into three parts. The first part was the Emotional Journey

to showcase the dynamic system control (Requirement 1.1.11). The second part consists

of newly designed multi-emotion provoking game scenes. These advanced game scenes

included different kinds of emotion provoking element to craft a more natural game experi-

ence. In the Frozensea Scene different kinds of emotion provoking elements were designed

to evaluate the intensity. In addition, the scene provides a challenge to the participants. In

the Cliff Scene different stressful game elements were combined to analyse the provocation

intensity. It also provides a challenging task to the participants and is located in an inconve-

nient environment. New exciting game content was created by utilising the new possibilities

of the controls (Requirement 1.1.13).

In the last part the participants had to climb a mountain with the virtual bicycle. The physical

resistance of the ergometer pedals was set to a very high value of 150 Watt, for half of the

group. The pedal resistance of the control group was set to a maximum of 100 Watt to

evaluate the combination of physical stress and emotional provocation.
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Experiment Part 1: Emotional Journey Concept

The Emotional Journey part of the experiment was designed to showcase the system’s

ability to adapt the game play to the participants’ individual emotional responses in addition

to their actions (Requirement 1.1.9).

Based on previous findings, three established scenes were chosen to serve as mandatory

scenes in the Emotional Journey: the Forest Scene, the Challenge Scene and the Teddy

Scene. The emotions that were expected to be provoked by the scenes are surprise or fear

in the Forest Scene, ambition, stress or frustration in the Challenge Scene and joy in the

Teddy Scene.

In case the Forest Scene was not able to provoke fear or surprise, the Explosion Scene

was started. The Downhill Scene was started to provoke stress or frustration in case the

Challenge Scene did not perform well. Moreover, the Glade Scene was designed to provoke

joy if the Teddy Scene did not work out.

This experimental task evaluates if emotional responses flatten by multiple event occur-

rences. The Jump Scare Event in the Forest Scene was presented to the participants

multiple times to analyse the hypothesis of such a flattening effect, which was indicated by

preliminary studies.

At the beginning of the experiment and before the scenes for the Emotional Journey started,

the emotional and physical conditions of the participants were assessed. The emotional con-

dition was assessed with the SAM questionnaire, as described in Section 2.5.1. In addition

the participants were asked about their current emotional state on a range from 1 (not good)

- 9 (very good). The Borg scale (Borg 2004) was applied to assess the participants’ physical
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condition, as it is a validated scale in sport sciences. Following the Emotional Journey the

assessment procedure was repeated, as presented in Figure 5.3.

Figure 5.3.: Emotional Journey Process

The facial expressions and physiological data were evaluated during the scene and a deci-

sion was made after the participants reached the finish line in the transition portal tunnel. The

experimenter in the experimental control station was the one in charge of the final decision

about the success of a provocation, as he had a full overview about the emotional responses

of all the applied emotion sensors in combination with the assessments.

An adaptation was made to increase the successful provocation rate, as illustrated in Figure

5.3. In addition the Emotional Journey concept was designed to showcase the ability of the

system to adapt to individual emotional responses.

Established Scenes:

The new design of the Forest Scene, shown in Figure 5.4, supports a dynamic software

controllable Jump Scare Event, shown in Figure 4.8, instead of a fixed place of occurrence

(Requirement 1.1.12). In the previous experiment it was a singular event, but in the second

case study the Jump Scare Event was triggered three times by the experimenter to measure
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the flattening effects of emotions. The controls were not disabled after the Jump Scare

Event occurred, to exclude a fixed break.

Figure 5.4.: Forest Scene

For the Challenge Scene, shown in Figure 4.7, a more natural ramp, shown in Figure 5.5,

was designed, and a magnetic effect was implemented to have direct control of the landing

on the other side. This made it possible to control the player’s success or failure by means

of software (Requirement 1.1.12). Moreover, a software controllable function was designed

to teleport a player to the finish line in case he or she could not complete the task.

Figure 5.5.: More natural Ramp in the Challenge Scene

Figure 5.6 displays the scene map of the Challenge Scene.

In the Teddy Scene, the number of teddy bears is configurable in the new game design.

In the second case study many more teddy bears were roaming the street, to ensure the
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Figure 5.6.: Scene Map of the Challenge Scene

participants were not able to avoid all the bears, shown in Figure 5.7. In case the participant

hit a teddy, it exploded in a bloody animation, and his body remained on the street.

Figure 5.7.: More Teddy Bears in the Teddy Scene

Figure 5.8 displays the scene map of the Teddy Scene. No teddy bears are roaming the

street in the scene map.

Additional Scenes:

The Fork Scene, shown in Figure 5.9 substitutes the Training Scene of the previous case

study. The aim of this scene is to become familiar with the controls. Furthermore, the par-

ticipants were asked by the researcher to test the gearshift and brake inside the scene. The

participants could decide if they wanted to go left, with nice green trees, or right, which looks
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Figure 5.8.: Scene Map of the Teddy Scene

more like a wild desert of a hilly landscape. The duration of Fork Scene was approximately

one minute.

Figure 5.9.: Fork Scene

Figure 5.10 displays the scene map of the Fork Scene.

The Explosion Scene, shown in Figure 5.11, starts in a desert with much military equipment.

This scene suggests to be set on a battlefield. During the ride through the threatening en-

vironment the software controllable Explosion Event is triggered followed by a loud sound

to provoke surprise or fear. The player dies and has to start the scene again in case the

virtual bicycle is too close to the centre of the explosion. Which of the positioned explo-

sion is triggered to control the Player Died Event is also software controllable (Requirement
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Figure 5.10.: Scene Map of the Fork Scene

1.1.12), but in the second case study all explosions were triggered by the experimenter, to

maximise the scary effect. The duration of Explosion Scene was approximately one minute,

depending on the number of player died events.

Figure 5.11.: Explosion Scene (Müller et al. (2017a), c©2017 IEEE)

Figure 5.12 displays the scene map of the Explosion Scene.

In the Downhill Scene the virtual bicycle is placed on top of a mountain. The only way

down is a narrow ramp with a wood design, as presented in Figure 5.14. The bike speeds

up due to the negative slope, and in front of the finish line there is a sharp curve without

railings, shown in Figure 5.14. In case the player falls off the ramp into virtual lava the Player

Died Event is triggered and the scene starts again. In this scene the brake is disabled

to increase the difficulty and thereby meet Requirement 1.1.13 of applying the new game
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Figure 5.12.: Scene Map of the Explosion Scene

controls. The scene is designed to be very challenging, due to the high speed, the sharp turn

and the disabled brake. The duration of Downhill Scene was approximately three minutes,

depending on the number of trials. Figure 5.13 displays the scene map of the Downhill

Scene.

Figure 5.13.: Scene Map of the Downhill Scene

The Glade Scene is a very nice environment with beautiful plants and trees designed as a

glade of a forest. It has a very calming design to provide a relaxing atmosphere. During the

ride through the glade the participants encounter a funny big rabbit, shown in Figure 5.15.

The duration of Glade Scene was approximately one minute and 30 seconds. Figure 5.16

displays the scene map of the Glade Scene.
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(a) Virtual Lava in the Downhill Scene (b) Sharp Curve in the Downhill Scene

Figure 5.14.: Downhill Scene (Müller et al. (2017b), c©2017 IEEE)

Figure 5.15.: Glade Scene

Figure 5.16.: Scene Map of the Glade Scene
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Experiment Part 2: Multi-Emotion Provoking Game Scenes

Two advanced game scenes were crafted for the second case study, and were tailored to

the need of providing a natural, exciting and longer lasting game experience. This might for

instance encourage endurance training. The objective is to provide a versatile method to

design multi-emotion provoking game elements by postulating three composite strategies,

which are further described in the appropriate scenes:

1. Repetition of the same type of provocation

2. An added obstacle in the pretext of the provocation

3. Providing several emotion provoking game elements

The Frozensea Scene includes distinct emotion provoking events. It was designed to eval-

uate the intensity in individual emotional reactions. The Coin Collection Event provides

the participants with a challenging objective, similar to the Parcours Scene of the first ex-

periment. The collection of four coins on an icy ground lowers a bridge to the finish line.

During the player’s ride through the scene environment a new designed Jump Scare Event

is triggered. A couple of strange looking snowmen appear in front of the virtual bicycle with

a loud and shocking sound. The scene design of multiple emotion provoking game elements

provides the opportunity to directly compare the events and evaluate intensities in emotional

responses.

Figure 5.17 displays the scene map of the Frozensea Scene.



5. Scheme and Experiment B 178

Figure 5.17.: Scene Map of the Frozensea Scene

The Cliff Scene includes stressful game elements, such as a narrow mountain path. Only

careful steering allows the participants to reach the finish line. Usually many attempts are

required to complete the task without falling off the cliff.

Figure A.8 displays the scene map of the Cliff Scene.

Figure 5.18.: Scene Map of the Cliff Scene

The Falling Event occurs in both the Frozensea Scene and Cliff Scene, thus the (1.) com-

posite strategy was applied: repetition of the same type of provocation. In the following both

scenes are described in more detail.

Frozensea Scene

The Frozensea Scene environment is full of ice and snow, as shown in Figure 5.19. Four
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coins have to be collected to lower a bridge to the finish line, as shown in Figure 5.19d. The

coins are located on icy ground, and the virtual bike shows a very strange behaviour on the

ground, as it simulates a real bike on ice with disabled brakes. The steering alignment is very

challenging, and usually many attempts are needed to successfully collect all coins. The ob-

jective in this scene was similar to the Parcours Scene of the first experiment. The bridge,

which is lowered after the successful collection of all coins, allows the participants to cross

a canyon. If the player falls off the cliff edge or the bridge the Falling Event is triggered,

accompanied by a scene restart. During the player’s ride through the icy environment, a

surprising Snowmen Event is triggered by the experimenter. Figure 5.19c shows the snow-

men, which appear in front of the virtual bike, accompanied by the same horrible loud sound.

The sound file is similar to the one from the Jump Scare Event in the Forest Scene. The

duration of Frozensea Scene was approximately two minutes and 30 seconds, depending

on the number of player died events.

Different events (Falling Event, Snowmen Event, Coin Collection Event) in the Frozensea

Scene encourage to evaluation of the intensity of emotional reactions. Two composite strate-

gies was applied in this scene. (3.) composite strategy of providing several emotion provok-

ing game elements. The (2.) composite strategy of adding an obstacle in the pretext of a

provocation was applied in this scene, as the player expects to have completed the task and

does not anticipate another hidden challenge like the Falling Event.

Cliff Scene

In the Cliff Scene the virtual bicycle is placed high up an icy mountain, as presented in Figure

5.20. The only way to the finish line is a narrow pathway with a steep cliff. Loose rocks fall

from the top of the mountain and cross the narrow pathway. These rocks sometimes hit
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(a) Snowy Landscape (b) Coin Collection Objective

(c) Surprising Snowmen Event (d) Bridge to the Finish Line

Figure 5.19.: Frozensea Scene (Müller et al. (2017b), c©2017 IEEE)
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the bike, which often corresponds with the Falling Event. The Rock Hit Player Event was

perceived as very stressful as the player mostly falls off the cliff edge, accompanied by the

Falling Event, which starts the scene again. The rocks are software controllable and can

be triggered by the experimenter to maximise the participants’ stressful experience. At the

beginning of the scene a Demo Rock Event is triggered to showcase the possibility of being

hit by a rock, although the demo rock does not hit the player. The duration of Cliff Scene

was approximately eight minutes and 30 seconds, depending on the number of trials.

Very careful steering is required, and the player needs to ride very slowly to make it to the

finish line despite the narrow pathway and sharp curves. At the end of the scene there is a

narrow bridge to provoke fear, as shown in Figure 5.20. In case the player reaches the bridge

the Bridge Entered Event is triggered. The whole scene provides the participants with very

challenging and stressful objectives, therefore the experimenter offered a teleporting option

after an excessive number of trials.

(a) Icy Mountain (b) Scary Bridge

Figure 5.20.: Cliff Scene (Müller et al. (2017b), c©2017 IEEE)

In the Cliff Scene the (3.) composite strategy of providing several emotion provoking game

events was applied, as it includes the Rock Hit Player Event, the Falling Event, the Demo

Rock Event and the Bridge Entered Event.
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Experiment Part 3: Physical Stress and Emotional Provocation

The third part of the experiment was designed to combine physical effort with emotion pro-

voking game elements. First the participants had to accomplish the Treehouse Scene, and

the ascent of the virtual path was set to a high value. Subsequently the established Moun-

tain Scene was selected to provoke surprise or fear through the Spider Attack Event.

The physical resistance of the pedals was set to a low maximum of 100 Watt for the half of

the group. For the rest the maximum was set to 150 Watt, which means it was set related to

the ascent of the scenes. These participants had to make a substantial effort to climb the hill

with the virtual bike. Furthermore, the experimenter explained that the participants have to

choose a high gear and start up the hill at a high speed to reach the finish line, as this is not

obvious for a real bike.

The third part of the experiment was designed to evaluate assumed influences of physical

effort on surprising events, and to provide more insights of physical stress combined with

emotional provocations.

Treehouse Scene

The Treehouse Scene consists of a narrow wooden path, which the player has to follow to

reach the finish line. The wooden path is designed as a configurable ascent and shows the

enhancement of the new physic module (Requirement 4.1.3). In the presented experiment

the ascent was set to a high value, as shown in Figure 5.21. It required much physical effort

for half of the participants, as the physical pedal resistance increased in relation to the virtual

slope. A maximum of 150 Watt was provided by the exercise machine and the participants
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had to use higher gears and ride up the hill very fast to make it to the finish line. The duration

of Treehouse Scene was approximately one minute and 30 seconds. Figure 5.22 displays

the scene map of the Treehouse Scene.

Figure 5.21.: Treehouse Scene (Müller et al. (2017b), c©2017 IEEE)

Figure 5.22.: Scene Map of the Treehouse Scene

Mountain Scene

The Mountain Scene was the second scene that required a physical effort from half of the

group. Figure 4.7 illustrates that the design was similar to the Mountain Scene in the first

case study. Although no unexpected walls merge from the ground in this experiment, as

this event did not show reliable results. The number of spiders is configurable and was

enhanced in the second case study to ensure the occurrence of a Spider Attack Event, as
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shown in Figure 5.23. The duration of Mountain Scene was similar to the duration in the

first experiment. Figure 5.24 displays the scene map of the Mountain Scene.

Figure 5.23.: Spider Attack Event in the Mountain Scene (Müller et al. (2017b), c©2017
IEEE)

Figure 5.24.: Scene Map of the Mountain Scene

5.2. Data Analysis Method

In the second case study the system was enhanced by facial expression recognition, which

provides the data in soft real-time (Requirement 2.5). The software Emotient from iMotions1

1https://imotions.com/emotient/
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and Affectiva2 was integrated for this experiment, due to the findings of Bernin et al. (2017).

Affectiva provides probability values for anger, joy, surprise, sad, disgust, fear, contempt,

smirk and smile. Emotient labels the emotions anger, joy, surprise, sadness, disgust, fear,

contempt, confusion, frustration and neutral. The presented data analysis is limited to Emo-

tient, which is the successor of CERT. It provides evidence values for frustration, as the

experimental design includes the provocation of frustration.

The output provided by Emotient represents a distance to the hyperplane of the SVM and

represents evidence value. Thus the data need to be normalised to probability values, as

described in Bernin et al. (2017). The applied equation for the transformation is presented in

5.1.

p(x) =
1

1 + 10�1�x
(5.1)

The data analysis procedure was based on the findings of the first experiment, as described

in Section 4.4.1: an event-based evaluation with an analysis window of 0.5 seconds before

and 3.5 seconds after an event occurred.

The approach of an application specific clustering of emotional reactions in facial expressions

was proposed by Bernin et al. (2017). Based on these findings, this work presents a scene

specific clustering of emotions, as the recognition of more than one emotion is acceptable

for many game elements. For the recognition of an emotional response to the Jump Scare

Event for instance surprise is as acceptable as fear, as shown in Equation 5.2.

2https://www.affectiva.com/
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The physiological data analysis in the second case study focuses on the evaluation of the

EDA signal, as this sensor showed the most promising results in the first case study. The

event-based analysis is further described in Section 4.4.2. Due to these findings, and based

on an initial check of the new data, an analysis window from one second before and nine

seconds after event occurrence was chosen. The applied EDA sensor in this experiment

acquired a range of 0-25 �S.

In this work the results of EDA and facial expression recognition (FER) are combined to in-

crease the successful recognition rate of individual emotional reactions. In detail both modal-

ities are logically combined with an OR-operation (disjunction), as one sensor is sufficient for

successful recognition, as shown in Equation 5.2.

In this experiment one sensor is sufficient for successful recognition, which would not be

the case if the equation would include an AND-operation. If the participant for instance looks

sideways and therefore no facial expression analysis is possible, but the EDA sensor provides

clear data, it is a successful provocation, as some of the events come with a horrible sound

that usually provokes a peak in EDA data. In addition, the EDA sensor might provide noisy

data; in case there is a clear response in facial expression that is a successful recognition.

p(x) = A _ B (5.2)
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5.3. Experimental Results

The presented case study analysed facial expressions, physiological data and actions of 25

participants. Two of the participants were very nervous during the experimental procedure,

which might have influenced their physiological responses. The applied sensor could not

measure their reactions in some of the scenes, as the value was above 25�S and thus out-

side of the range provided by the sensor. These EDA data were excluded from the analysis.

For the other 23 participants stable results were obtained. In some of the scenes an error

occurred due technical reasons, which caused a data loss. Thus in some scenes the emotion

sensor data of the first proband are missing, resulting in n=24 for single events.

The analysis of facial expressions requires sufficient illumination of the participants’ faces. In

the second case study the acquired LUX values ranged from a minimum of 297 up to 370,

with an average of 339 and a median of 335.

The participants finished a training scene before the three experimental tasks started. Thus

they were familiar with the controls in the first evaluated scene. For the Fork Scene no results

are presented, as this scene does not include any emotion provoking game elements.

5.3.1. Participants’ Profile

In the second experiment the number of participants was raised to 25, ten males and fifteen

females. Their ages ranged from 18 to 51 years with an average age of 29. It is important

for the physiological data analysis, that the participants are not under the influence of any

medication or drugs, which was confirmed by all of them. On average the participants were
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1.73m tall, with a range from 1.56m to 1.96m. The saddle was adjusted to the participants’

respective height to avoid distractions due to discomfort. Four participants had been pa-

tients of a medical rehabilitation clinic in the past, but none of them mentioned a knee or leg

issue.

Fifteen participants said to exercise regularly, two exercised more than five hours per week

and four did not exercise at all, or up to one hour per week. Two participants said to use

a bicycle as a device for competitive sports, whereas two claimed to never use a bicycle.

Sixteen stated they did bicycle tours from time-to-time, and ten to use the bike as means of

transport. Five participants did physical exercises on the day of the experiment.

The preliminary studies showed that game experience might affect the perception of game

elements, thus they were asked about their gaming behaviour; nine participants said to play

video games at least two hours per week. The participants were asked to rate their gaming

abilities on a scale from 0 to 5. Five of them stated zero and only one chose five. Eleven of

the participants had no experience with new interaction technologies, such as Wii Controller,

Kinect, Wii Balance Board, steering wheels, virtual reality or augmented reality.

Twenty-four participants gave their consent to the disclosure of their physiological data and

questionnaire results to other researchers. Fifteen gave further consent to disclose their

video data to other researchers.

5.3.2. Emotion Assessment

The detailed self-assessment is displayed in Appendix B. The observer-assessment is dis-

played in Appendix C.
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5.3.3. Experiment Part 1: Emotional Journey Concept

The novel concept of an Emotional Journey was the first part of the experiment. After the

participants finished the Journey the experimenter conducted a detailed interview, which in-

cluded several questionnaires regarding the game concept and their experience. In addition,

they were asked for a comprehensive self-assessment of all relevant game elements.

To evaluate the presented concept of an Emotional Journey, the participants were asked

about their ability to recognise and reproduce the in-scene provocation. This qualitative

analysis resulted in an overall recognition rate of 89.3% of the Emotional Journey. Each

participant recognised the aim of the Jump Scare Event in the Forest Scene, to provoke

fear or surprise, resulting in a recognition rate of 100%. The Challenge Scene was equally

successful. All the participants claimed that it aimed at provoking frustration or ambition,

which resulted in a recognition rate of 100%. The Teddy Scene and the Glade Scene were

designed to provoke joy. This provocation was recognised by 68% of the participants, as

the tailored game scenes had a more adverse effect than expected. In the detailed self-

assessment, many participants stated they expected harm from the supposedly funny rabbit.

Moreover, many participants stated that killing cute teddy bears made the feel uncomfortable.

These results support the hypothesis about the necessity of fast and easy testing of game

elements due to probably highly individual reactions (Müller et al. 2015).

The individual emotional responses in facial expressions and EDA data were analysed for all

scenes of the Emotional Journey, and detailed results are presented in the following.
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Forest Scene

The Jump Scare Event occurred three times per participant, except for two participants,

where it was only triggered only twice (n=70). The results confirmed the hypothesis that

the first occurrence will be perceived as the most frightening. Facial expression analysis

showed a recognition rate of 62.5% for fear and 58.3% for surprise. The EDA data analysis

displayed peaks in 91.7% of the cases, so the EDA is more reliable in this scene. For the

second event the EDA rate decreased to 75%, fear to 45.8% and surprise to 12.5%. The

flattened response of EDA data and fear probability is illustrated in Figure 5.25, and EDA

data in combination with surprise in Figure 5.26. The small peaks at the beginning of the

scene are related to the dark environment and not to a specific game event. Figure 5.25 also

shows that for this event, the response in facial expressions appears much faster than in the

EDA signal, which confirms the defined analysis windows for physiological data and facial

expression recognition (FER) data.

In this scene the recognition of fear is as acceptable as surprise, thus a scene specific

clustering of these two emotions was made, resulting in a combined FER value which is

presented in Table 5.1. The recognition rate increased to 75% for the first event and to 50%

for the second and the third event. For all events the recognition rate was enhanced to 58.6%,

by the scene specific clustering.

Following the scene specific clustering the FER results were combined with the results of the

EDA data analysis by a disjunction, as the successful recognition of one sensor is sufficient.

This procedure enhanced the recognition rate to 95.8% for the first and the second event,

as presented in 5.2. The overall recognition rate increased to 87.1%. The beneficial effect

of a combination of these modalities in displayed in Figure 5.26. The participants displayed
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Figure 5.25.: Typical time series for the Jump Scare Event in the Forest Scene illustrating the
flattening effect. The data consist of a. the facial expression probability of fear
and b. the skin conductivity (EDA) raw data. A, B, C: Jump Scare Event 1, 2, 3
D: EDA Analysis Window (Müller et al. (2017a), c©2017 IEEE)

Figure 5.26.: Typical time series for the Jump Scare Event in the Forest Scene. The data
consist of a. the facial expression probability of surprise and b. the skin con-
ductivity (EDA) raw data.
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Event Occurrence FER Surprise FER Fear FER Combined
1 58.3 62.5 75
2 12.5 45.8 50
3 13.63 50 50
All 28.6 52.9 58.6

Table 5.1.: Occurrence of three subsequent events in combination of two FER Channel in the
Forest Scene, Recognition Rates in % (Müller et al. (2017a), c©2017 IEEE)

Event Occurrence EDA Combined FER / EDA
1 91.7 95.8
2 75 95.8
3 45.5 68.2
All 71.4 87.1

Table 5.2.: Event occurrence-based combination of the two modalities FER and EDA in the
Forest Scene, Recognition Rates in % (Müller et al. (2017a), c©2017 IEEE)

surprise only at the occurrence of the first event, but the EDA signal showed peaks at the

second and the third event as well.

Explosion Scene

The analysis of EDA data showed peaks of 76.1% in the Explosion Event (n=71). This event

was triggered multiple times per participant by the experimenter to maximise the surprising or

fearful effect. The FER data analysis displayed a recognition rate of 46.5% for fear and 12.7%

for surprise. The scene specific clustering of these two emotions resulted in a recognition

rate of 47.9%. Table 5.3 provides an overview of the scene specific clustering for all scenes.

The combination of EDA and FER analysis is illustrated in Table 5.4. In the Explosion Scene

the recognition rate increased to 78.9%.
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Scene FER 1 Emotion FER 2 Emotion FER 1 FER 2 Combined FER 1 / FER 2
Forest Fear Surprise 52.9 28.6 58.6

Explosion Fear Surprise 46.5 12.7 47.9
Challenge Frustration Joy 24.7 90.6 95.3
Downhill Frustration Joy 30.6 84.7 86.7
Teddy Joy 58.3 58.3
Glade Joy 42.9 42.9

Mountain Fear Surprise 50.0 33.3 54.2

Table 5.3.: Scene specific Clustering of FER Channels, Recognition Rates in % (Müller et al.
(2017a), c©2017 IEEE)

Scene FER EDA Combined FER / EDA
Forest 58.6 71.4 87.1

Explosion 47.9 76.1 78.9
Challenge 95.3 84.7 96.5
Downhill 86.7 80.6 99
Teddy 58.3 91.7 100
Glade 42.9 95.2 100

Mountain 54.2 83.3 87.5

Table 5.4.: Two Modalities Combined: FER and EDA, Recognition Rates in % (Müller et al.
(2017a), c©2017 IEEE)
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Figure 5.27.: Typical time series for the Falling Event in the Challenge Scene. The data
consist of a. the facial expression probability of frustration and b. the skin
conductivity (EDA) raw data. (Müller et al. (2017a), c©2017 IEEE)

Challenge Scene

The Challenge Scene includes a multiple number of Falling Events, depending on the

participants’ abilities to control the virtual bike and the software adjustment of repelling the

player from landing on the other side automatically. Fortunately, some of the participants

reached the other side despite this effect. The FER analysis results showed that frustration

was detected in 24.7% of the events (n=85). For the reason described in Section 4.5.3,

joy was also analysed and was displayed in 90.6% of the events. The recognition rate was

enhanced to 95.3% by the scene specific clustering. The EDA data analysis showed peaks

in 84.7% of the events and the combination of FER and EDA analysis increased the rate

to 96.5%. Figure 5.27 and 5.28 show the combination of sample EDA raw data and FER

frustration probability.



5. Scheme and Experiment B 195

Figure 5.28.: Typical time series for the Falling Event in the Challenge Scene. The data
consist of a. the facial expression probability of frustration and b. the skin
conductivity (EDA) raw data.

Downhill Scene

In the Downhill Scene frustration was found in 30.6% of the Falling Events (n=98) and

joy in 84.7%. The experimenter influenced the players’ controls by giving a speed boost in

front of the narrow curve to maximise the frustrating effect, similar to the repel effect of the

Challenge Scene, resulting in multiple attempts and Falling Events. The scene specific

clustering increased the number to 86.7%. The analysis results of the EDA data showed a

recognition rate of 80.6%. The combination of FER and EDA enhanced the recognition to

99%. An interesting finding in the data analysis was that contempt had a very high detection

rate of 82.6%.
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Teddy Scene

In the Teddy Scene 58.3% of the participants displayed joy by seeing the cute teddy bears

for the first time (n=24) at the Scene Entered Event. The EDA data analysis showed peaks

in 91.7% of the events. The combination of EDA and FER enhanced the rate to 100%. An

interesting finding in this scene was that fear was detected in 45.8% of cases. An explanation

of that effect was given by the participants during the interview or questionnaire session after

the Emotional Journey part of the experiment. The participants stated to feel uncomfort-

able with running over the teddy bears, but there were so many of them, that it was almost

impossible to avoid all. Furthermore, the explosion effect following a Teddy Hit Event, as

shown in Figure 5.29a, and the bodies of the teddy bears on the floor, as shown in Figure

5.29b, was not described as funny, as they were in preliminary studies.

(a) Explosion of a Teddy Bear (b) Remaining Body of a Teddy Bear

Figure 5.29.: Teddy Hit Event in the Teddy Scene

Glade Scene

The Glade Scene was presented to many of the participants, as the provocation of joy in

the Teddy Scene was less successful, resulting in an event occurrence of 21. The results
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Favourite Scene Number of Votes
Cliff Scene 7

Frozensea Scene 5
Forest Scene 4
Glade Scene 4
Teddy Scene 3

Challenge Scene 2
Mountain Scene 1

Table 5.5.: Favourite Scene Ranking of all Scenes

of seeing the funny rabbit in the Glade Scene was similar to the Teddy Scene. The EDA

analysis showed peaks in 95.2%, while joy was detected in 42.9%. The combination of both

increased the detection rate to 100%. An interesting finding was, that the participants stated

that they felt scared by the funny big rabbit running around in the scene. They mentioned

that they were expecting harm by the rabbit. A fear probability rate of 52.4% supports these

statements.

5.3.4. Experiment Part 2: Multi-Emotion Provoking Game Scenes

Two multi-emotion provoking game scenes were designed for the second case study. The

user perception of those scenes was much higher compared to single-provoking scenes, as

both were mentioned as their favourite scene by most of the participants. Table 5.5 illustrates

the favourite scene ranking for the whole experiment. Seven participants voted for the Cliff

Scene and five for the Frozensea Scene.

The multi-emotion provoking game scenes were designed to for instance evaluate different

intensities in emotional reactions to particular events in one game scene. Figure 5.30 dis-

plays the combination of the Rock Hit Player Event and the Bridge Entered Event Event,



5. Scheme and Experiment B 198

and thus illustrates that both events can be directly compared in the analysis. The analysis

of composite strategy (3. Providing several emotion provoking game objectives) in the Cliff

Scene shows that the Rock Hit Player Event provokes the most stressful responses. The

Falling Event and the narrow bridge did not trigger the same reliable results. The analysis

of composite strategy (3. Providing several emotion provoking game objectives) Frozensea

Scene illustrates that the Falling Event provokes more intense reactions than the Snowmen

Event or the Coin Collection Event.

The analysis of composite strategy (1. Repetition of the same type of provocation), displays

that the Falling Event provoked stronger reactions in the Frozensea Scene, due to com-

posite strategy (2. An added obstacle in the pretext of a provocation). Different intensities of

emotional reactions to similar game events in different game scenes imply that it is important

to consider the whole game context and all emotions in the order of provocation. Hereafter

the detailed scene results of the multi-emotion provoking scenes (Frozensea Scene and the

Cliff Scene) are presented.

Figure 5.30.: Typical time series of the Cliff Scene consists of the EDA data, A: Rock Hit
Player Event, B: Analysis Window, C: Bridge Entered Event Event (Müller
et al. (2017b), c©2017 IEEE)
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Frozensea Scene

The Snowmen Event in the Frozensea Scene provoked fear in 39.5% and surprise in 17.1%

of the events (n=76). As both emotions are acceptable in this case, the scene specific

clustering led to 44.7%, as shown in Table 5.6. The analysis of EDA data showed peaks

in 84.2% of the cases. The combination of EDA and FER analysis increased the rate to

90.8%, as shown in Table 5.2. Figure 5.31 shows a typical time series of EDA raw data of

the Snowmen Event in the Frozensea Scene.

Figure 5.31.: Typical time series Frozensea Scene for the Snowmen Event (Müller et al.
(2017b), c©2017 IEEE)

Joy was displayed in 43.3% of the Coin Collection Events (n=164). The scene started

again in case the participants fell off the cliff, resulting in a high number of events. Eleven

of the participants collected all coins in the first trial. Ten needed two attempts to make it,

one needed three and one person needed four attempts to reach the finish line. EDA data

showed peaks in 62.2% of the Coin Collection Events. The number could be increased to

72% by combining EDA and FER analysis.

Frustration was displayed in 25% and joy in 87.5% of the Falling Events (n=16). The scene

specific clustering resulted in 93.8%. The combination of EDA and FER analysis increased

the detection rate to 100%. The Falling Event was perceived as very frustrating, although

the repetition of this event is much less than in other scenes. It takes a long time to finish the
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Scene Event
FER 1

Emotion
FER 2

Emotion
FER 1 FER 2

Combined
FER 1 / FER 2

Frozensea Snowmen Fear Surprise 39.5 17.1 44.7
Frozensea Coin Collection Joy 43.3 43.3
Frozensea Snowmen Frustration Joy 25.0 87.5 93.8

Cliff Falling Frustration Joy 25.0 65.9 70.5
Cliff Bridge Entered Fear Surprise 36.4 13.6 45.5
Cliff Rock Hit Player Fear Surprise 56.3 18.8 56.3
Cliff Demo Rock Fear Surprise 37.5 12.5 41.7

Table 5.6.: Scene specific Clustering of FER Channels for the Frozensea Scene and the
Cliff Scene, Recognition Rates in % (Müller et al. (2017b), c©2017 IEEE)

Scene Event Name FER EDA Combined FER / EDA
Frozensea Snowmen 44.7 84.2 90.8
Frozensea Coin Collection 43.3 62.2 72.0
Frozensea Falling 93.8 87.5 100

Cliff Falling 70.5 79.5 90.9
Cliff Bridge Entered 45.5 77.3 90.9
Cliff Rock Hit Player 56.3 87.5 93.8
Cliff Demo Rock 41.7 62.5 75

Table 5.7.: Two Modalities Combined: FER and EDA for the Frozensea Scene and the Cliff
Scene, Recognition Rates in % (Müller et al. (2017b), c©2017 IEEE)

collection of all the coins. This might lead to a much stronger perception of frustration, even

with minor occurrences than in other scenes.

Cliff Scene

In the Cliff Scene frustration was provoked in 25.0% by the Falling Event (n=44). Joy was

displayed in 65.9%. The rate increased by the scene specific clustering to 70.5%, as the

EDA showed peaks in 79.5% of the events. FER and EDA combined resulted in a detection

rate of 90.9%.
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Fear was displayed in the facial expressions in 36.4% and surprise in 13.6% by the Bridge

Entered Event (n=22). The combination resulted in 45.5%, while peaks were displayed in

77.3% of the EDA data. FER and EDA combined resulted in 90.9%.

The Rock Hit Player Event provoked fear in 56.3% and surprise in 18.8% (n=16). The

applied scene specific clustering led to 56.3%. The EDA data analysis resulted in 87.5%.

FER and EDA combined resulted in 93.8%.

Fear was displayed in the facial expressions in 37.5% and surprise in 12.5% of the Demo

Rock Triggered Events (n=24). The combination increased it to 41.7%. Peaks were found

in 62.5% of the events. FER and EDA combined increased the detection rate to 75%.

Two of the participants asked for the option to be teleported to the finish line. Many attempts

were necessary, but the rest wanted to make it on their own. This indicates a compelling and

exciting effect of the entertainment.

5.3.5. Experiment Part 3: Physical Stress and Emotional Provocation

The results of the case study indicate, that the physical effort of the Treehouse Scene and

the Mountain Scene did not have a huge impact on the emotional reactions. This conclusion

can be made on a qualitative level. An experimental design with more participants would be

required for a quantified assertion. In particular the combination of FER with EDA data

analysis enhanced the detection rate to 87.5% for the Spider Attack Event, confirming that

there was no remarkable influence of physical effort on the emotion provocation.
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An interesting finding is that even participants without a high physical pedal resistance stated

that they perceived a challenge or strain by riding up the visual ascent in both scenes. Below

a detailed scene evaluation is provided.

Treehouse Scene

The Treehouse Scene did not contain any emotion provoking game elements, therefore

none were evaluated. The scene was tailored to provide a physical effort, by presenting an

extreme ascent in the virtual environment.

Mountain Scene

In the Mountain Scene the Spider Attack Event provoked fear in 50% and surprise in

33.3% of the facial expressions. Figure 5.32 illustrates a typical time series for the Spider

Attack Event, consisting of a. the facial expression probability of fear and b. the EDA raw

data. A typical time series is presented in Figure 5.33. The scene specific clustering of these

two emotions increased the detection rate to 54.2%. The EDA raised peaks in 83.3% of the

events (n=24). Figure 5.33 and Figure 5.32 illustrate the beneficial effect of combining the

modalities FER and EDA data, which furthermore enhances the detection rate to 87.5%.

5.4. Conclusion

In the presented nonlinear gameplay concept, individual emotional reactions can lead to

different and individual experiences, as the emotion provoking game design was enhanced
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Figure 5.32.: Typical time series for the Spider Attack Event in the Mountain Scene. The
data consist of a. the facial expression probability of fear and b. the skin con-
ductivity (EDA) raw data. (Müller et al. (2017b), c©2017 IEEE)

Figure 5.33.: Typical time series for the Spider Attack Event in the Mountain Scene. The
data consist of a. the facial expression probability of surprise and b. the skin
conductivity (EDA) raw data.
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with reactive system response capabilities. Furthermore, the physical exergame controller

was enhanced by a gearshift and a brake to facilitate more thrilling events and enable a more

natural and immersive cycling game experience.

In this chapter a case study with 25 participants was described to showcase the ability of

the system to dynamically change its game play in response to users’ emotional reactions.

The introduced novel Emotional Journey concept for affective entertainment provides a dy-

namic and adaptive story path for players, based on their emotional reactions. The empirical

results illustrated the success by a recognition rate of 100% for two of the three parts. The

participants were not able to reproduce the in-scene provocation of the third part reliably.

Many of them said to be scared by the idea of driving over the cute teddy bears, and the

designed explosion of red cotton wool only provoked joy a few times. The lesser success

of the third part might be related to the scene order. Most of the participants stated that

they were expecting danger from the funny rabbit after what happened to the teddy bears. A

further interesting finding for designing emotion provoking game elements was the flattened

emotional responses by the repetition of the Jump Scare Event in the Forest Scene. The

detection rate for the first and the second event was 95.8%, while the third only reached

68.2%. Furthermore, the provocation and recognition of emotions such as frustration make

the presented findings highly interesting for building emotional adaptive learning applica-

tions.

The analysis method of facial expression that was designed for the first case study was

enhanced by soft real-time abilities in the second case study. Moreover, the introduced scene

specific clustering of emotions increased the emotion recognition rates. The EDA analysis

was enhanced by wireless devices to avoid the detriments of the cable-based approach. The
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combination of the FER clustering with the EDA analysis that was presented in this chapter

resulted in more robust emotion recognition rates. The presented method could increase the

detection rate of the Falling Event in the Frozensea Scene for instance to 100%.

This chapter further introduced new entertaining content for fitness applications by multi-

emotion provoking game scenes. The FER and EDA data analyses resulted in interesting

findings, as they showcased individual differences in emotional responses and intensities in

reactions to distinct game elements. The three introduced composite strategies to effectively

integrate stress and emotion provocation in game scenes proved to be useful methods to

tailor new entertaining content for fitness applications. The Rock Hit Player Event was

perceived as the most stressful in the Cliff Scene, while the Falling Event in this scene did

not provoke as reliable reactions as in other scenes. The presented findings emphasise the

importance of evaluating multi-emotion provoking elements in affective games.

In this work physical stress was combined with emotional provocation, to provide an exciting

but not too taxing or stressful training. The Spider Attack Event in the Forest Scene pro-

voked emotional responses in most of the participants, even though a previous task included

a high physical effort.

The presented exergame system enables motivational aspects, due to its possibility to en-

hance exercise endurance and intensity. Furthermore, the emotion provoking game scenes

are chained together, resulting in a dynamic game experience. Overall, the results of the case

study showed a positive response to the affective game experience by the participants.

In summary, it has been shown that it is possible to mix emotional provocation and physi-

cal stress, but it requires some design care in timing and story-telling elements. The novel
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concept of an Emotional Journey provides a dynamic and adaptive story path for a player

based on emotional responses. Moreover, the presented analysis method, which combines

the scene specific clustering of facial expressions with EDA data, results in more robust emo-

tion recognition rates. The presented findings make this work a step toward more engaging

and emotion responsive fitness applications.



6. Conclusion and Discussion

This chapter presents a thesis summary that contains experimental results and relevant find-

ings for the research field of affective computing. The main contributions are illustrated and

future perspectives are discussed.

6.1. Summary and Conclusion

In this work affective computing was applied in an exergame application, and new interac-

tion methods were evaluated with this non-traditional human-computer interface. Affective

computing methods are well studied in standard desktop scenarios, but not in exergaming

applications. Two novel event-based emotion analysis methods were presented that can be

transferred to other applications. Moreover, the concept of an Emotional Journey illustrated

that it is possible to react to user emotions and provide a dynamic game play.

To summarise, this work enhanced a cycling exercise machine to act as a game controller

and provide a controlled exergame environment. An ergometer was physically improved by

steering capabilities, a gear shift and a brake to control a virtual bicycle. In a virtual fun-racer
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game the player had to ride a virtual bike through a crafted environment. The ergometer

RPM was made software readable and can be set related to the virtual surrounding, e.g.

riding up a hill. Furthermore, the game was designed to steer the participants in controlled

emotional states. Thereby an emotion provoking exergame was introduced that is able to

provoke single- and multi-emotions and also to support physical provocation.

This work also presented novel approaches for emotion analysis. A multimodal sensor data

acquisition was designed, which applies a loosely coupled architecture to support an easy

integration of new emotion sensors. A novel event-based analysis method for provoked facial

expressions in cycling exergames was presented and enhanced by a novel event-based

analysis method for EDA data. The analysis was enhanced by scene specific clustering and

was made available in real-time to enable a dynamic system response. The affective game

concept of a nonlinear game play was introduced: the Emotional Journey. It provides a

system adaptation to a user’s emotional reactions. The designed exergame system is a first

step toward an exciting and motivating exercise that does not tax the user.

Two experiments were designed to evaluate the presented affective system. The first ex-

periment focused on the emotional provocation of participants and its evaluation. For the

second experiment, the setup was enhanced to enable a dynamic system response. Both

conducted experiments provide a proof of concept for the defined research questions de-

scribed in Section 2.6. Moreover, the second experiment generated a database of genuine

emotional reactions, containing frontal video data, thermal video data, physiological data and

personality questionnaires. Table 6.1 summarises the two experiments in comparison.
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Experiment A Experiment B
Main

Application Area
Game Healthcare, fitness

Related fields Learning or cockpit applications Adaptive learning systems, biofeedback
companion systems

Setup Classical laboratory setup Smart home environment
Controls Steering, moving the virtual bike

by pedalling, linking of physical
pedal resistance and virtual as-
cent

+ Brake, gearshift, physical module

Participants 11 25
Database No Yes

Emotion
assessment

Free choice, brief between scenes Predefined list of emotions, brief between
scenes and extensive at the end

Vision-based
sensors

Kinect + Thermal camera

FER CERT Emotient, Affectiva
Physiological
sensors

EDA, respiration, pulse, tempera-
ture change

+ ECG

Physiological
system

BIOPAC, cable-based Biosignal Plux, wireless

Aim of the
experiment

Emotion provocation, emotion
analysis, single-emotion game
events

Emotion provocation of new scenes,
physical effort, multi-emotion game
scenes, dynamic game play through
individual emotional reactions

Emotion
analysis

FER analysis, physiological data
analysis: EDA baseline, event-
based peaks, respiration, temper-
ature change

FER with scene specific clustering, EDA
event-based peak detection, combined
FER and EDA

Modus
Operandi

Post-game analysis of provoca-
tion success, testing of game el-
ements

Soft real-time enhancement for dynamic
system control to provide a dynamic path
of emotions (journey) based on individual
emotional reactions, provide exciting but
not too taxing experience

Table 6.1.: Summary of the Two Experiments
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6.2. Main Contributions

The impact of this thesis was demonstrated in the peer-reviewed publications Müller et al.

(2015), Müller et al. (2016), Müller et al. (2017a), and Müller et al. (2017b). The contributions

are described in the following.

This work gained insights into related research of the highly interdisciplinary field of affective

computing. It discussed various emotion theories that are applicable to affective systems

and illustrated that discrete modelling of emotions is as acceptable as dimensional mod-

elling. Moreover, it showed that exergames are a promising way of emotion provocation, and

presented an overview of related affective system approaches and emotion recognition tech-

niques. This work discussed that experiments are required to evaluate affective systems,

thus it also described methodologies.

Chapter 3 presented the design and setup of a controlled exergame environment. An emo-

tion provoking virtual cycling game was crafted and a physical exercise machine was en-

hanced to act as a game controller. The setup was designed with a loosely coupled architec-

ture and provided a testbed for different algorithms and applications for emotion recognition

and emotion provocation. An emotion provoking game was designed to steer participants in

controlled emotional states. Single- and multi-emotion provoking game events were crafted,

and a concept of a dynamic game play by means of emotional adaptation was introduced:

the Emotional Journey.

An analysis method was developed to recognise the emotions of exercising participants

through their facial expressions (Müller et al. 2015). It was improved through the analysis

of physiological data (Müller et al. 2015). It was also enhanced by scene specific clustering
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and soft real-time abilities to enable a dynamic system response (Müller et al. 2017a; Müller

et al. 2017b).

Two experiments were designed and conducted to evaluate the affective system. In the first

case study, described in Chapter 4, eleven participants were invited to test single-emotion

provoking game scenes. The results of the first experiment showed that the tailored game

elements are able to provoke specific emotions. The results of the facial expression analysis

illustrated that the Teddy Hit Event and the Falling Event provoked clear emotions. The

Teddy Hit Event provoked joy in 80% and the Falling Event did the same in 90.9% of

the participants. A more varied emotional response in type and probability was found for

the Coin Collection Event and Jump Scare Event. The experiments demonstrated that

the combination of physiological data analysis with facial expression analysis magnifies the

potential for affective exergaming applications. The analysis of the EDA data resulted in a

detection rate of 97% for the Falling Event and 91% for the Jump Scare Event.

The second experiment was designed to showcase that the system is able to dynamically

adapt its game play based on the emotional reactions of the participants. New entertaining

content was presented, which included multi-emotion provoking game scenes. It also mixed

the emotional provocation with physical stress. An experiment was conducted with 25 par-

ticipants, as described in Chapter 5. Thereby a database of genuine emotions was created.

The introduced Emotional Journey concept provided a dynamic and adaptive story path

based on emotional reactions. It showed promising results for the predefined emotional path

of three emotions. Two of the three emotional provocation aims were reliably described in

the retrospection, resulting in a rate of 100%.

The soft real-time analysis method of facial expressions and EDA data was applied, re-
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sulting in solid recognition rates. Scene specific clustering of emotions was used for the

facial expression analysis. The new analysis method significantly increased the successful

recognition rates. The detection rate of the Falling Event in the Frozen Sea Scene could

be enhanced to 100% with the presented soft real-time multimodal emotion analysis method.

The detection rate of the Snowmen Event in the Frozensea Scene was increased to 90.8%.

The detection rate of the Rock Hit Player Event in the Cliff Scene to 93.8% and the rate of

the Falling Event as well as the rate of Bridge Entered Event to 93.8%. The detection rate

for the Falling Event in the Challenge Scene was increased to 96.5%. Moreover, the results

showed a flattening effect of the Jump Scare Event in the Forest Scene. The detection rate

for the first and the second time the event occurred was 95.8%, which decreased to 68.2%

for the third occurrence.

In this work affective computing methods were combined with a HCI application. It showed

that many affective computing techniques are already applicable in a laboratory setting, and

can be utilised for a non-traditional setup: an exergame. Emotions were provoked by crafted

game events, thereby a database was created containing non-acted emotional reactions in

an exercising context.

This thesis closes the research gaps defined in 2.6, as the experiments showed that the

system is able to provoke emotions by tailored game elements and to detect them by an

event-based analysis method. Furthermore, the new paradigm of an Emotional Journey was

presented. With this concept it has been shown that it is possible to add user emotions to

create an adaptive story path.
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6.2.1. Discussion of Research Questions and Objectives

The first research question that is answered in this work is (1) Can a testbed be provided for

various affective applications to provoke specific emotions in an exercise context?

In this work a realistic testbed for various real-world affective applications was presented. It is

designed as a controlled exergame environment to minimise irrelevant factors and to create

reproducible results. It includes a multimodal sensor data acquisition system to provide

a more complete view for emotion recognition. The system architecture is extensible and

flexible. Different emotion sensors are included to enhance the emotion recognition rates.

Other related research often focuses solely on improving emotion detection algorithms. In

this work emotion recognition is applied in an exergaming scenario, as it requires physical

effort in order to progress the game. Furthermore, the emotional reactions of the participants

are analysed, and the system is able to adapt the gameplay according to the expressed

emotions.

The emotional provocation introduced in this work consists of single- and multi-emotion pro-

voking gaming strategies for an enlarged study of diverse emotional provocations. Related

research often applies casual games in their studies. In this work game scenes were de-

signed and crafted to provoke specific emotional reactions.

The second research question addressed in this work was (2) Can existing emotion recog-

nition methods be applied to support a reliable emotion recognition in an exergaming con-

text?
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In this work two novel event-based emotion analysis methods were introduced for higher

emotion recognition precision in an exergaming context. Related research in the area is

often based on desktop scenarios. The domain of an exergame differs significantly from a

desktop scenario. The emotion recognition algorithms are influenced by the movement of the

participant. Many facial expression recognition algorithms for instance have less successful

recognition rates when the face moves.

The third research question addressed in this work was (3) How can a concept of a dynamic

system response to emotional user reactions in the testbed be applied and evaluated?

This work introduced a new affective game concept of a nonlinear game play for an enhanced

gaming experience. The Emotional Journey was designed to provide a more individualised

experience by a runtime adaptation to emotional reactions.

The presented system was evaluated by means of two experiments. These experiments

were designed and conducted to validate, test, and evaluate the proposed methods and con-

cepts. The experiments were conducted with in summary 36 participants, and demonstrated

that the proposed methods and concepts are successful. In addition they resulted in four

peer-reviewed publications (Müller et al. 2015; Müller et al. 2016; Müller et al. 2017a; Müller

et al. 2017b)

6.2.2. Limitations

The presented system allows to analyse various interesting aspects of affective computing

technologies. The transferability for other applications has to be evaluated for every individual

case. However, enhancements can be applied through iterative procedures, as it was shown
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in the second iteration of the PhD thesis. The flexible and extensible architecture allows to

easily exchange parts of the system. A casual game controller for instance can be used to

control the game. The game design allows to easily exchange the virtual bike asset. The

physic module allows to for instance model a car in the same virtual environment. In this

case the steering could be applied to a steering wheel. However, one limitation of such an

application would be the lack of required effort to make progress in the game, which is one

of the main advantages of the system.

The flexible and extensible architecture additionally allows to replace the ergometer with an-

other exercise machine, for instance a treadmill. However, it would be difficult to provide

changes in the physical effort of running up a virtual hill. Minimal requirements for other

exercise machines are steering and speed, although this might except a slope related provo-

cation.

6.3. Discussion and Future Perspectives

In this work a novel setup for affective computing experiments was presented. The system

architecture enables an easy exchange of the application and the components. Additional

emotion sensors can be integrated into the multimodal recognition system to improve recog-

nition rates. The emotion provocation can be replaced by other stimuli or stressors. A casual

game controller or another physical exercise machine can replace the ergometer. This flex-

ible system architecture enables the transferability to different kinds of future experiments in

affective computing or related research areas.
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The presented multimodal analysis methods for provoked emotions can be generalised for

various types of applications. Games for instance can be tested during their development,

or stress can be evaluated in cockpit scenarios. A main advantage of these methods is their

event-based design. Recognising the emotional response to a specific event enables the

system to dynamically adapt its parameters. These novel methods empower the develop-

ment of event-based communication concepts for future companion systems.

The system is a first step toward a fitness companion. The physiological data can be applied

to control the exercise machine and the game environment. This would enable the reten-

tion of the physical effort for each user in an appropriate range, to provide a challenging but

not too taxing training experience. Game events and emotional responses can be applied

to learn user preferences in order to keep the player motivated; for some players it may be

more interesting to complete challenging tasks, while others enjoy riding through peaceful

environments. Machine learning approaches may be used to provide a trained and indi-

vidualised user model, which would enable more individualised story-telling. This approach

is a main advantage compared to the typical fitness tracker, which only provides biofeed-

back. An EmotionBike fitness companion would be able to adapt the exercise environment,

instead of merely informing the users about their current fitness level. A fitness companion

that recognises the users’ needs, emotions and physiological states can adapt the exergame

environment and provide a new level of individualised training experiences. This would yield

a contribution to the health-related quality of life.
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Appendices



A. Questionnaires

At the beginning every participants was asked to fill out questionnaires. In the following

pictures of the web interface are presented. The applied questionnaires are displayed in

their german original.

Figure A.1.: Questionnaire Part 1: Personal Information
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Figure A.2.: Questionnaire Part 2: Personal Information

Figure A.3.: Questionnaire Part 3: Personal Information

Figure A.4.: Questionnaire Part 4: Fitness Condition
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Figure A.5.: Questionnaire Part 5: Fitness Condition

Figure A.6.: Questionnaire Part 6: Game Experience
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Figure A.7.: Questionnaire Part 7: Game Experience

Figure A.8.: Questionnaire Part 8: Gamer Type



B. Self-Assessment

The emotion assessment was translated in relation to Figure 5.1, although the german origi-

nal might differ in detail for emotional manifestations.
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ID Fork
Scene

Fun Forest
Scene

Fun Did you feel
threatened
by the
Environment?

Saw
Scene

Coin
Collection

Zombies

1 surprise 3 surprise 1 no X confused surprise
2 happy 4 scared 4 no happy happy scared
3 X 4 scared 4 no curious happy scared
4 confused 3 scared 3 no X X scared
5 happy 2 fear 2 yes challenge happy scared
6 surprise 3 scared 4 no X happy scared
7 X 2 scared 3 no happy X scared
8 challenge 3 scared 1 yes unsettled X scared
9 happy 3 happy 2 no surprise happy scared
10 challenge 4 scared 4 yes fear happy stress
11 challenge 4 stress 5 yes fear challenge scared
12 stress 2 challenge 3 no surprise challenge scared
13 surprise 4 scared 5 no challenge challenge scared
14 bored 1 happy 4 no surprise happy happy
15 confused 2 scared 3 yes challenge challenge scared
16 effort 1 happy 3 yes X X scared
17 surprise 4 scared 4 no surprise happy scared
18 surprise 3 scared 3 no X angry scared
19 confused 3 scared 2 no happy happy scared
20 surprise 3 scared 3 yes fear happy scared
21 confused 4 stress 4 yes surprise happy scared
22 happy 4 surprise 5 no surprise happy scared
23 surprise 4 scared 4 yes happy happy scared
24 surprise 4 scared 4 no confused X scared
25 surprise 3 stress 4 yes surprise happy scared

Table B.1.: Self-Assessment: Fork Scene and the Forest Scene
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ID Challenge Fun Landing Teleport Scene End Falling First Boost First
1 confused 2 happy X happy confused happy
2 happy 5 happy X sad X confused
3 frustration 2 X happy happy surprise X
4 effort 4 surprise X X confused X
5 challenge 4 happy X happy challenge X
6 annoyed 2 X X X frustration X
7 challenge 3 challenge X happy X X
8 happy 4 surprise X happy happy annoyed
9 annoyed 2 happy X X happy X
10 annoyed 2 X happy happy confused X
11 effort 3 happy X confused sad happy
12 frustration 4 frustration frustration frustration frustration X
13 challenge 5 happy X happy challenge surprise
14 challenge 2 happy X X X surprise
15 frustration 2 happy X X frustration happy
16 frustration 2 X happy happy happy happy
17 happy 3 X X X challenge X
18 challenge 4 surprise X challenge X X
19 frustration 1 surprise X happy challenge surprise
20 challenge 4 happy X X stress challenge
21 surprise 3 surprise X X X X
22 challenge 3 happy X happy challenge fear
23 challenge 5 happy X X surprise X
24 challenge 2 X frustration frustration challenge X
25 frustration 2 happy X happy challenge X

Table B.2.: Self-Assessment: Challenge Scene Part 1
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ID Falling Repetition Boost Repetition Did you feel
Challenged

Has your Ambition
been awakened?

Did you feel
Frustrated

1 confused happy yes X no
2 X X yes yes no
3 frustration frustration yes yes yes
4 X X yes yes no
5 challenge X yes yes no
6 X X no no yes
7 X X yes no yes
8 challenge X yes yes no
9 annoyed annoyed yes yes yes
10 annoyed annoyed yes no yes
11 annoyed bored yes yes yes
12 annoyed stress yes yes yes
13 X X yes yes no
14 frustration challenge yes yes no
15 angry X yes no yes
16 frustration frustration yes yes yes
17 X X yes yes no
18 X X yes yes no
19 frustration angry yes yes yes
20 effort happy yes yes no
21 X X no yes no
22 frustration fear yes yes yes
23 challenge effort yes yes no
24 frustration challenge yes yes yes
25 frustration frustration yes yes yes

Table B.3.: Self-Assessment: Challenge Scene Part 2
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ID Teddy Fun Saw Teddy Teddy Hit
First

Teddy Hit
Repetition

1 sad 1 happy sad X
2 annoyed 3 confused confused X
3 X 3 happy surprise X
4 effort 3 confused stress stress
5 scared 2 happy scared sad
6 happy 5 happy happy happy
7 happy 5 happy happy happy
8 happy 3 confused sad X
9 bored 1 X scared annoyed
10 surprise 4 happy scared annoyed
11 frustration 3 fear disgust sad
12 stress 2 happy stress scared
13 confused 4 surprise confused challenge
14 happy 1 happy happy bored
15 confused 3 happy surprise effort
16 sad 2 surprise sad sad
17 X 3 surprise sad frustration
18 challenge 5 challenge X X
19 happy 5 happy happy happy
20 fear 2 happy sad sad
21 disgust 2 stress disgust X
22 confused 1 surprise scared bored
23 confused 3 confused scared effort
24 confused 3 fear sad sad
25 sad 1 surprise sad sad

Table B.4.: Self-Assessment: Teddy Scene
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ID Frozensea Fun Coin Schnowmen Ice Falling Scene End
1 challenge 3 happy surprise stress frustration X
2 happy 2 happy confused confused sad X
3 challenge 3 happy scared challenge X happy
4 effort 4 happy scared challenge effort happy
5 challenge 3 happy scared annoyed X happy
6 annoyed 3 bored annoyed X X X
7 concentrated 3 happy X challenge X happy
8 scared 1 happy scared effort X happy
9 frustration 3 happy annoyed X frustration happy
10 annoyed 3 happy angry annoyed annoyed happy
11 stress 4 happy scared angry annoyed happy
12 challenge 4 happy scared confused annoyed happy
13 challenge 4 happy scared challenge X happy
14 effort 2 happy X X X happy
15 challenge 4 challenge surprise effort X happy
16 stress 3 happy scared stress frustration happy
17 challenge 4 happy scared X surprise happy
18 stress 4 stress scared challenge X happy
19 stress 4 happy fear frustration angry happy
20 challenge 4 happy X confused X happy
21 challenge 3 happy stress scared sad happy
22 confused 4 happy scared X annoyed happy
23 challenge 4 happy scared X X sad
24 challenge 4 happy scared effort X happy
25 happy 4 happy scared challenge sad happy

Table B.5.: Self-Assessment: Frozensea Scene
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ID Cliff Fun Saw Scene Falling Saw Rock Rock Hit Bridge Scene End
1 stress 4 frustration frustration stress confused effort happy
2 happy 4 neugierig X stress X happy happy
3 ambition 4 happy frustration surprise sad challenge happy
4 challenge 4 X surprise effort X effort happy
5 annoyed 3 X annoyed surprise annoyed challenge happy
6 challenge 3 challenge annoyed bored frustration challenge happy
7 challenge 4 Ehrgeiz angry X angry challenge happy
8 challenge 4 surprise challenge X X challenge X
9 challenge 4 challenge challenge surprise challenge scared sad
10 bored 2 challenge annoyed X X challenge happy
11 challenge 5 happy sad challenge X surprise happy
12 challenge 3 X annoyed stress frustration stress happy
13 challenge 5 happy annoyed X challenge challenge happy
14 effort 3 happy annoyed challenge scared X happy
15 challenge 4 challenge sad scared X challenge happy
16 effort 4 scared frustration X frustration scared happy
17 effort 3 X X scared X fear happy
18 challenge 5 challenge X scared X surprise happy
19 stress 2 bored angry effort X angry happy
20 fear 3 surprise annoyed fear stress challenge happy
21 effort 3 fear X challenge angry fear happy
22 challenge 4 challenge annoyed bored X fear happy
23 stress 3 happy X challenge X challenge happy
24 challenge 4 surprise X X X X X
25 challenge 3 challenge frustration X X happy sad

Table B.6.: Self-Assessment: Cliff Scene
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ID Treehouse Fun Mountain Fun Spider
1 effort 0 effort 2 X
2 happy 2 happy 3 scared
3 challenge 4 angry 2 disgust
4 confused 3 scared 3 scared
5 effort 2 effort 2 confused
6 annoyed 1 bored 1 X
7 effort 4 effort 3 X
8 X 1 annoyed 2 X
9 challenge 2 X 3 scared
10 happy 4 bored 2 scared
11 happy 5 effort 4 surprise
12 effort 2 effort 3 X
13 challenge 4 challenge 4 confused
14 happy 1 X 1 X
15 challenge 4 challenge 4 surprise
16 effort 2 bored 1 X
17 effort 3 effort 3 disgust
18 challenge 4 stress 3 scared
19 effort 1 scared 3 scared
20 challenge 4 challenge 4 fear
21 confused 1 effort 2 scared
22 bored 1 surprise 3 bored
23 effort 4 effort 3 scared
24 effort 5 confused 3 X
25 happy 5 challenge 5 surprise

Table B.7.: Self-Assessment: Treehouse Scene and Mountain Scene
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ID Body Feeling Pleasure Arousal Dominance
1 6 9 6 5
2 8 9 6 5
3 7 8 4 6
4 6 8 4 6
5 6 9 5 5
6 7 7 7 6
7 7 7 4 5
8 6 7 3 5
9 8 8 6 7
10 7 8 7 7
11 7 8 5 8
12 3 7 3 4
13 9 8 7 7
14 8 5 7 6
15 4 7 3 3
16 5 6 5 6
17 7 6 4 4
18 7 7 7 5
19 8 7 5 7
20 8 9 5 6
21 9 7 4 6
22 3 8 4 8
23 7 6 5 6
24 8 9 7 7
25 9 7 6 8

Table B.8.: Self-Assessment prior to the Exergame
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ID Body Feeling Pleasure Arousal Dominance Borg
1 6 9 7 5 3
2 7 7 7 5 1
3 7 7 6 6 4
4 7 8 7 6 3
5 6 9 6 6 1
6 7 7 7 6 3
7 7 7 6 5 4
8 6 5 7 5 3
9 8 8 7 7 2

10 7 7 5 5 4
11 6 6 7 5 5
12 4 7 5 3 3
13 9 8 8 7 1
14 6 7 4 4 1
15 5 7 5 5 4
16 6 7 7 7 3
17 7 7 5 5 4
18 7 8 8 6 3
19 7 5 8 9 6
20 8 8 6 6 4
21 8 4 3 3 5
22 4 9 6 3 2
23 7 8 7 7 3
24 8 7 9 7 2
25 8 7 6 6 4

Table B.9.: Self-Assessment after the Journey
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ID Body Feeling Pleasure Arousal Dominance Borg
1 4 8 3 4 7
2 7 7 8 5 1
3 5 8 7 7 5
4 8 8 7 7 4
5 7 8 5 5 4
6 7 7 7 6 4
7 7 8 7 5 4
8 7 4 5 5 4
9 7 8 6 6 3
10 5 6 4 6 5
11 8 8 6 8 6
12 6 6 6 5 4
13 9 8 7 7 1
14 5 8 4 7 2
15 6 9 5 5 4
16 6 6 3 6 4
17 6 7 5 5 5
18 7 8 8 7 4
19 5 7 4 5 6
20 8 8 6 7 4
21 8 7 6 6 4
22 6 9 7 7 2
23 7 8 6 6 4
24 8 9 7 7 5
25 5 7 6 8 5

Table B.10.: Self-Assessment after the Exergame
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ID Fork Forest Scene Saw Level Coin Collection Zombies
1 happy X X effort X
2 happy scared happy effort scared
3 happy scared happy happy scared
4 happy scared effort X scared
5 happy scared happy happy scared
6 surprise scared fear happy scared
7 X X X X scared
8 X scared fear surprise scared
9 happy happy X happy scared
10 happy scared happy X scared
11 effort scared happy happy scared
12 confused scared X X scared
13 confused scared X happy scared
14 X happy X happy happy
15 effort scared stress X scared
16 happy scared stress happy scared
17 happy scared happy happy scared
18 happy scared fear scared scared
19 confused scared fear happy scared
20 surprise scared X X scared
21 confused surprise happy happy surprise
22 happy scared X happy scared
23 happy scared effort happy scared
24 happy scared stress effort scared
25 effort scared stress effort scared

Table C.1.: Observer-Assessment: Fork Scene and Forest Scene
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ID Challenge Falling Boost Landing Teleport Scene End
1 confused confused confused happy X X
2 happy X X happy X X
3 frustration frustration happy happy happy happy
4 happy X confused X X X
5 frustration frustration effort happy X X
6 frustration frustration effort happy X X
7 effort X X X X X
8 frustration frustration confused happy X happy
9 frustration frustration X happy X happy
10 annoyed frustration X X happy X
11 frustration frustration effort happy X happy
12 X frustration surprise X frustration frustration
13 challenge happy effort happy X X
14 challenge frustration effort happy X happy
15 frustration frustration annoyed surprise X happy
16 frustration frustration happy X sad sad
17 challenge frustration happy X X X
18 challenge happy effort happy X happy
19 frustration frustration effort happy X happy
20 X frustration surprise happy X happy
21 happy X effort surprise X X
22 frustration frustration effort happy X happy
23 frustration annoyed effort happy X happy
24 frustration frustration challenge X happy X
25 frustration frustration effort happy X happy

Table C.2.: Observer-Assessment: Challenge Scene
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ID Teddy Saw Teddy Teddy Hit
1 X happy happy
2 happy X happy
3 effort happy happy
4 X happy X
5 happy scared sad
6 happy happy happy
7 happy happy happy
8 happy confused happy
9 annoyed happy happy
10 happy X happy
11 effort effort happy
12 X stress surprise
13 effort X surprise
14 happy happy happy
15 effort happy confused
16 sad confused sad
17 happy happy happy
18 challenge sad X
19 happy happy happy
20 annoyed X disgust, sad
21 effort X disgust
22 bored X effort
23 happy X confused
24 sad happy sad
25 happy confused happy

Table C.3.: Observer-Assessment: Teddy Scene
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ID Frozensea Coin Snowmen Ice Falling Scene End
1 X X confused frustration X
2 happy happy happy challenge happy happy
3 scared X scared confused X happy
4 challenge happy scared challenge frustration happy
5 challenge happy scared effort happy
6 challenge happy scared effort X X
7 effort X X challenge X X
8 scared happy scared challenge frustration happy
9 annoyed surprise surprise X frustration
10 scared challenge scared effort annoyed X
11 scared effort scared challenge surprise X
12 effort X scared confused, effort frustration fear
13 challenge happy scared confused X X
14 challenge effort X challenge X happy
15 effort challenge scared confused X happy
16 annoyed effort scared effort frustration happy
17 challenge challenge scared challenge frustration happy
18 challenge challenge scared challenge X happy
19 challenge happy effort challenge annoyed happy
20 challenge X scared confused frustration X
21 happy happy surprise challenge annoyed X
22 challenge happy scared confused surprise X
23 challenge happy scared X X X
24 effort effort scared confused X X
25 challenge challenge scared effort frustration happy

Table C.4.: Observer-Assessment: Frozensea Scene
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ID Cliff Saw Scene Falling Saw Rock Rock Hit Bridge Scene End
1 annoyed X frustration X X X X
2 challenge challenge X X X X X
3 challenge X frustration X confused challenge X
4 challenge X sad effort X challenge X
5 challenge challenge frustration surprise challenge challenge X
6 frustration fear frustration surprise frustration annoyed happy
7 effort X frustration X X X X
8 effort challenge frustration challenge X challenge X
9 effort X frustration X X scared happy
10 effort X annoyed effort X effort X
11 challenge effort X effort X fear happy
12 fear fear frustration fear frustration fear happy
13 effort challenge frustration challenge confused challenge happy
14 challenge X frustration X annoyed X X
15 challenge X annoyed X X X X
16 stress stress frustration fear X stress happy
17 challenge challenge X challenge X fear X
18 challenge stress X stress X stress X
19 stress annoyed annoyed stress X stress happy
20 challenge challenge frustration surprise confused challenge happy
21 effort effort X X annoyed fear X
22 challenge challenge frustration challenge X fear happy
23 effort X confused X X challenge happy
24 effort happy X stress X X X
25 effort challenge frustration challenge X frustration X

Table C.5.: Observer-Assessment: Cliff Scene
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ID Treehouse Mountain Spider
1 effort effort X
2 X effort scared
3 effort effort disgust
4 happy scared scared
5 effort effort confused
6 effort effort scared
7 challenge effort X
8 effort X X
9 happy X X
10 effort effort surprise
11 challenge challenge surprise
12 effort X surprise
13 effort effort X
14 happy X X
15 effort challenge X
16 effort effort X
17 effort effort fear
18 effort scared scared
19 effort scared scared
20 challenge challenge surprise
21 effort surprise surprise
22 bored bored X
23 effort effort surprise
24 effort effort X
25 effort effort surprise

Table C.6.: Observer-Assessment: Treehouse Scene and Mountain Scene
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